SA WG2 Temporary Document

Page 1

3GPP TSG SA WG2 Meeting #85
TD S2-112554
16 - 20 May 2011, Xian, China

Source:
InterDigital Communications
Title:
Architecture definition of Proxy and its internal interfaces to the 3GPP network
Document for:
Approval
Agenda Item:
9.4
Work Item / Release:
SIMTC / Release 11

Abstract of the contribution:

This contribution proposes to define the Proxy that connects to the MTC server via the MTCsp interface as an MTC Gateway.  The MTC Gateway will be responsible to route incoming messages from the MTC server to the appropriate node within the 3GPP network re-using existing standardised interfaces.
1. Introduction

In SA2#84 meeting, three models for the MTC architecture were defined and approved in S2-112023.  For the indirect model, the MTC server communicates to a Proxy via the MTCsp interface. The Proxy is defined to hide the internal PLMN topology and to relay or translate the signalling protocols.  However, it is still for further study the definition of the Proxy as well as the interfaces to internal 3GPP node(s) that the Proxy should support.

It is proposed to define the Proxy as an “MTC Gateway”.  The MTC Gateway is responsible to relay or translate the incoming messages through MTCsp interface and route them to internal nodes based on the interfaces that the 3GPP network supports.The MTC server will not be aware of the interfaces that the MTC Gateway supports internally and hence how the MTC Gateway routes the signalling internally in the 3GPP network.

If the MTC gateway translates the signalling, it is proposed the MTC Gateway to support optionally one or more of the following reference points. The support of these interfaces will be based on operator implementation.
· Gn interface to the SGSN/MME

· S10 interface to MME

· SGi/Gi interface to the GGSN/PDN-GW

· S6a/Gr interface to the HSS/HLR, respectively

· ISC interface to the S-CSCF

An important question that arises is whether the internal nodes need to be aware of the MTC gateway, or alternatively, if signalling conveying MTC specific information should be transparent to the 3GPP network.  In the former case additional parameters are required to allow, for example, the HSS to be aware that signalling is for MTC devices.  In the latter case, the internal nodes will assume that the signalling is sent from another internal node and follow the current standardised procedures to relay the message to the next node. 
If the MTC Gateway relays the signalling it is for further study how the MTC Gateway routes the signalling to the internal node(s).  The MTC Gateway could relay the MTCsp signalling directly to the internal node, where it will be the responsibility of the internal node to translate the MTCsp signalling.  In such a case the MTC gateway is transparent to internal nodes.  Alternatively, a new MTC specific reference point can be defined to convey the MTCsp message internally.
2. Proposal

It is proposed to include the following within TR 23.888.
*************  START OF CHANGE *********************

4.3
Architectural baseline
The end-to-end application, between the UE used for Machine Type Communication (MTC) and the M2M Application, uses services provided by the 3GPP system, and optionally services provided by an MTC Server. The 3GPP system provides transport and communication services (including 3GPP bearer services, IMS and SMS) including various optimizations that can facilitate MTC.

Figure 4.3-1 shows a UE used for MTC connecting to the 3GPP network (UTRAN, E-UTRAN, GERAN, I-WLAN, etc) via the Um/Uu/LTE-Uu interface. With the indirect models the UE used for MTC communicates with a MTC Server or other UEs used for MTC using the 3GPP bearer services, SMS and IMS provided by the PLMN. The architecture covers the various architectural models described in Section 4.2.

-
Direct Model - Direct Communication provided by the 3GPP Operator: The M2M Application connects directly to the operator network without the use of any MTC Server;

-
Indirect Model – MTC Service Provider controlled communication: The MTC Server is an entity outside of the operator domain. The MTCi, MTCsp and MTCsms are external interfaces (i.e. to a third party M2M service provider);

-
Indirect Model – 3GPP Operator controlled communication: The MTC Server is an entity inside the operator domain. The MTCi, MTCsp and MTCsms are internal to the PLMN;

-
Hybrid Model: The direct and indirect models are used simultaneously in the hybrid model e.g. connecting the user plane using the direct model and doing control plane signalling using the indirect model.

The MTC Server is an entity which connects to the 3GPP network via MTCi/MTCsp/MTCsms interfaces and thus communicates with UEs used for MTC or nodes in the PLMN. MTC Server may be an entity outside of the operator domain or inside an operator domain.
Editor’s Note: Clarification and naming of the MTC Server may need further consideration e.g. to facilitate the alignment with the work of other SDOs. 

Editor’s Note: Considerations for hybrid scenarios and for security and scalability for the direct model is FFS.

The ‘M2M Application’ entities in the figure are entities outside of 3GPP scope. They are solely used as abstract entities to show the end-to-end view for MTC and simplify mapping to MTC specifications of other standardization organizations.

When the MTC interfaces are to a third party M2M service provider, security measures need to be applied to avoid unauthorized access.

Editor’s Note: Security measures needed when the MTC interfaces are to a third party M2M service provider are FFS in WG SA3.

Figure 4.3-1: 3GPP Architecture for Machine-Type Communication
.
The reference points are listed as below:

MTCi:
It is the reference point that the MTC Server uses to connect the 3GPP network and thus communicates with UEs used for MTC via 3GPP bearer services/IMS. MTCi could be based on Gi, SGi, and Wi interface.

MTCsp:
It is the reference point the MTC Server uses for signalling purposes with the 3GPP network.

MTCsms:
It is the reference point the MTC Server uses to connect the 3GPP network and thus communicates with UEs used for MTC via 3GPP SMS.

API:
It is an interface where the operator/M2M service provider offers connection services for UEs used for MTC. This is out of scope for 3GPP. 

The MTCi, MTCsp and MTCsms terminate in the MTC .

The MTC Server  may be used to expose interfaces that are not 3GPP access specific to M2M Applications, e.g. in order to facilitate the deployment and operation of services that are access system independent.

The MTCi terminates in the GGSN/PGW. It could be based on Gi/SGi/Wi. Existing protocols over those reference points such as RADIUS/Diameter specified in TS 29.061 [4] are also supported over MTCi.
The MTCsp terminates in the MTC Gateway. The MTC Gateway hides the internal PLMN topology and relays or translates signaling protocols. The MTC Gateway appears to an external PDN as a gateway to the 3GPP network.
The internal PLMN interfaces that the MTC Gatewaymay support are:
· Gn interface to the SGSN/MME
· S10 interface to MME
· SGi/Gi interface to the GGSN/PDN-GW
· S6a/Gr interface to the HSS/HLR, respectively
· ISC interface to the S-CSCF
The MTC Gateway may support one or more of the aforementioned interfaces.  Based on the supported interfaces, the MTC Gateway appears differently to internal 3GPP nodes, as follows:
· The MTC Gateway appears to the MME/SGSN as an MME/SGSN (via S10/Gn interface).
· The MTC Gateway appears to the HSS/HLR as an MME/SGSN (via S6a/Gr).

· The MTC Gateway appears to the GGSN/PDN-GW as an operator controlled PDN (e.g. MBMS server) 
· The MTC Gateway appears to the S-CSCF as an IMS Application Server

The overall Proxy internal architecture is shown below:
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Figure x.y – MTC Gateway architecture
Editor’s Note: Additional internal interfaces may be defined towards the MTC Gateway.  It is also for further study if MTC specific interface(s) may be defined internally to the 3GPP network if the MTC Gateway relays signalling to internal nodes.
The MTCsms terminates in the SMS-SC. The SMS-SC may connect to the IP-SM-GW to perform SMS interworking. 

Editor’s Note: The potential internal PLMN interfaces connected to the Proxy is as will be agreed during the SIMTC study.

The 3GPP Architecture supports roaming scenarios in which the UE used for MTC obtains service by means of Um/Uu/LTE-Uuin a VPLMN.

Editor’s Note: The roaming architecture is FFS.
*************  END OF CHANGE *********************

*****************************   START OF CHANGES *************************************
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