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Abstract
This document describes intelligent P-GW relocation method for SIPTO service continuity.
1.
Discussion

In Release-10 session continuity for SIPTO is supported with the existing mobility procedures. In current specification there is a trade off between supporting SIPTO session continuity and maintaining optimal SIPTO offload. An operator, based on its policies, has an option to either select the P-GW close to the UE point of attachment to enable optimal SIPTO offload at the expense of mobility or to select P-GW deeper in the network to enable mobility at the expense of SIPTO offload efficiency in terms of routing.

At the same time, the proliferation of smartphones, tablets and other devices with always-on connectivity and requirement for session continuity may force an operator to opt for “deep into the network” P-GW selection policy, thus reducing SIPTO offload benefits for all devices. These devices may remain connected for a long period of time. Typical smartphone user may attach to the network at certain location where appropriate SIPTO P-GW will be chosen and later travels a significant distance while being connected. As a result, initially selected P-GW will become sub optimal in terms of routing, as illustrated by the following diagram:


[image: image1]
An operator has an option to reselect P-GW to choose one which is closer to the current UE point of attachment, but this is usually perceived as service interruption and is likely to be avoided by most operators.

Conclusion 1: current specification may force many operators to select P-GW for SIPTO deep in the network to ensure session continuity, effectively eliminating all SIPTO benefits. Selection of P-GW deep in the network not only will eliminate significant work that has been done in 3GPP on SIPTO work item, but will result in inefficient core network resources utilization. 

Previously mentioned alternative, that would ensure efficient routing, is to select the P-GW close to the current UE pointer of attachment if UE has moved too far away (in terms of routing hops in the core network) from the initial UE point of attachment. However, as P-GW is responsible for UE IP address assignment P-GW reselection would trigger UE IP address change and most probably PDN connection teardown and reestablishment. 

It is usually perceived that IP address re-assignment results in service interruption for many TCP/IP applications. While it is certainly true in the general case, there are many applications which can survive IP address change. Additionally, there are many applications that will experience service interruption if IP address change occurs at certain activity period and will indicate no service interruption visible to the user if IP address change happens during an inactivity period. 

Examples of applications that cannot survive IP address change are:

· FTP transferring 
· HTTP download

· Video streaming

Applications that can survive IP address change during an inactivity period are:

· VoIP service
· Video call service
· Instant messaging service
· Web browsing

To illustrate how IP address change does not affect user experience we will look at two common applications: Skype and web browsing.

 If IP address is changed when the user is logging in into the Skype network, Skype application will detect this event and immediately try to reconnect using a new IP address. If there is no active chat, voice or video call when this event occurs the user will not experience any service interruption. Even if IP address change happens during an active chat, after a very short delay Skype will reconnect and the user will be able to continue the chat without losing any sent or received messages. If, however, IP address change occurs during an active voice or video call the call would be interrupted.

Typical web browsing consists of short HTTP get and put sessions and long inactivity periods while the users views the web page rendered by the browser. For each HTTP get or put request the browser will use UE current IP address. If IP address change occurs when there is a pending HTTP get or put request for which no response has been received from the web server this may result in information loss and can be classified as a service interruption. However, if IP address change happens between HTTP requests the user will experience no service interruption as HTTP session is identified not by HTTP client IP address, but rather by HTTP cookies stored in the browser.

Network applications running on the UE are not limited to the above examples, but these comprise a significant percentage of internet traffic.

Conclusion 2: in many scenarios, IP address re-assignment during application inactivity period does not result in any service interruption visible to the user.

2.
Proposal

It is proposed to add to core network the intelligence to perform P-GW relocation which triggers UE IP address change when such change will not result in any service interruption at the application level visible to the user. This would lift the restriction which currently forces mobile operators to chose between optimal SIPTO offload and service continuity. 

When the core network detects that current UE P-GW becomes suboptimal because of UE movement it will determine, based on the knowledge of active network sessions terminated at this UE, whether to perform P-GW relocation immediately or delay it till active network session becomes idle and UE IP address change will not result in service interruption.

Proposal 1: It is proposed to allow the core network to have the intelligence to decide when P-GW relocation and potential UE IP address change resulting from this can be allowed without service interruption to applications running on the UE.

There are a number of methods for core network to gain intelligence about UE active network sessions:

1. UE RRC state

2. Information provided by UE using NAS or application layer protocols

When UE is in IDLE state it is a good indication that there are no active TCP/IP sessions such as HTTP get or post requests. Making information about UE RRC state available to the MME will allow it to make intelligent P-GW relocation decision

Proposal 2: It is proposed to make information about UE RRC state available to the MME to allow it to make intelligent P-GW relocation decision.

However, UE can often be in RRC CONNECTED state with DRX for a long period of time during which there is no application activity. On the other hand, RRC IDLE state is not necessarily a good indication that IP address reassignment will not result in service interrupt for certain applications. Therefore, relying only on RRC state to make P-GW relocation decision may not work for certain UEs and certain networking applications. 

Conclusion 3: relying only on RRC state to make P-GW relocation decision may not work for certain UEs and certain networking applications.
Applications running on the UE and the operating system (OS) may have additional information about the state of the application running on the UE and active TCP/IP sessions. Making this information available to the core network can help to make intelligent P-GW relocation decision when UE stays in RRC CONNECTED mode for a long period of time. 

Proposal 3: It is proposed to allow UE to send an indication of active and idle network sessions to core network, regardless of the UE RRC state, to allow to core network to make intelligent P-GW relocation decision. 
Proposal 4: It is proposed to allow core network to poll the UE for the information about active network sessions to allow core network to make intelligent P-GW relocation decision.
First change

5.3
SIPTO at the local network

5.3.1
Key issue #S1: Principles for service continuity for SIPTO
-
Session continuity for SIPTO above the RAN with mobility within the macro network and between the macro network and H(e)NBs shall be supported with the existing mobility procedures defined in Rel-10 specifications.

-
The impact of mobility events can be managed based on operator policies using GW deployment and configuration with no impacts to the current specifications.

Editor's note:
It is FFS how to support session continuity for SIPTO with mobility between H(e)NBs where the breakout occurs in the residential/enterprise network, i.e., for SIPTO at the local network.

5.3.2
Key issue #S2: SIPTO service continuity during P-GW relocation
P-GW relocation and following UE IP address re-assignment will not result in service interruption, visible to the user at the application layer, if performed at certain inactivity periods. Applications that can survive IP address change during an inactivity period are:

· VoIP service
· Video call service
· Instant messaging service
· Web browsing

Core network can select P-GW close to UE point of attachment to ensure efficient SIPTO offloading. When UE moves far enough so that SIPTO offloading via new P-GW closer to the current UE point of attachment the core network, having the indication of active TCP/IP sessions can delay the P-GW relocation till all networking applications go to idle state when it is safe to perform UE IP address re-assignment without session interruption, visible to the user.
End of changes
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