SA WG2 Temporary Document

Page 1

SA WG2 Meeting #85
S2-112320
16 - 20 May 2011, Xi'An, P.R. China
(revision of S2-111348, S2-110512)
Source:
ZTE
Title:
SIPTO at local network solution2 – using O-GW to offload traffic
Document for:
Approval
Agenda Item:
9.5
Work Item / Release:
LIMONET/Rel-11
Abstract of the contribution:

This document discusses the requirements, architecture and principles for SIPTO at H(e)NB Subsystem in R-11 as part of the LIMONET WID, and proposes a solution to use Offload Gateway (O-GW) to offload traffic from Core PDN connection. The solution does not restrict UE to have a LIPA subscription or enhanced APN bundling/traffic re-routing feature, and is well suited for UE having a single APN subscription supporting all types of traffic.
1. Introduction

Local IP Access (LIPA) and Selected IP Traffic Offload (SIPTO) at or above RAN architectures have been developed in R-10 [1]. In R-11, WID – LIPA Mobility and SIPTO at the Local Network (LIMONET) [2] has been tasked to study and develop architecture for LIPA mobility and SIPTO at lcoal network. This contribution studies the requirements and discusses the architecture, procedure and traffic offloading aspects for SIPTO at local network. A companion contribution provides a solution to use LIPA connection to perform SIPTO at local network task. Although it seems quite straight forward, but it requires UE to have a LIPA subscription, LIPA being enabled on H(e)NB by mobile operator and/or H(e)NB hosting party, and roaming policy (VPLMN LIPA allowed). Additionally, some enhanced UE features such as APN bundling and traffic re-routing among APNs may be needed. The solution proposed in this contribution does not have these limitations, and can be applied to UE having a single APN subscription.
2. Requirements specific for SIPTO at H(e)NB Subsystem

The requirements specific to SIPTO at H(e)NB Subsystem have been documented in TS 22.220 [3], clause 5.9, and are listed below for convenience. These requirements are in addition to common requirements for both Macro network and H(e)NB subsystem documented in TS 22.101 [4], clause 4.3.5.

· Selected IP Traffic Offload shall be possible to be done without traversing the mobile operator network, subject to regulatory requirements.

· The mobile operator and the H(e)NB Hosting Party, within the limits set by the mobile operator, shall be able to enable/disable Selected IP Traffic Offload per H(e)NB.

· Based on mobile operator SIPTO policies, the network shall be able to allow the user to accept/decline offload before the traffic is offloaded.

Note: There is a possibility that the user’s service experience will be different if the user’s traffic is offloaded via SIPTO for H(e)NB Subsystem.

· The SIPTO policies may be defined per APN, per IP Flow class under any APN, or per IP Flow class under a specific APN.

· The mobile operator shall be able to configure the SIPTO policies either statically or dynamically.

3. Solution space

3.1 Architecture frameworks

There are more common requirements for both SIPTO at macro network and SIPTO at H(e)NB Subsystem than feature specific requirements. These include enabling/disabling SIPTO on a per UE per defined IP network basis, offloading traffic to a particular defined IP network while not offloading traffic to other defined IP networks, Service continuity for SIPTO at or above RAN, SIPTO permission in visited network, to name just few. Hence we can reasonably conclude that what’s already been developed for SIPTO at or above RAN can be re-used, at least as a fallback solution if breakout at local network is not possible. So even if traffic can not be further offloaded at local network, it can still benefit from SIPTO at or above RAN.
To address the additional SIPTO at H(e)NB Subsystem specific requirements, we can see there are many similarities between SIPTO at local network and LIPA, on how the features work. Traffic in both cases is locally routed, without traversing operator network. Offloading or Local IP Access shall not affect services running in parallel for the same UE. Mobility may be supported within residential/enterprise network. Feature enabling/disabling and regulatory requirements are also similar. But from the beginning, LIPA has been tasked for a different purpose, i.e, Local IP access. And it has been designed in R-10 using a dedicated PDN connection, i.e, local PDN connection. It is not meant to be used as UE’s only subscription and be able to access other operator services at the same time. However, since the feature can also be used to access the Internet through local network, this contribution proposes to use a similar architecture as in LIPA, if further offloading at local network is possible.

Conclusion: SIPTO at H(e)NB Subsystem can re-use the existing architectures from either LIPA or SIPTO at or above RAN. Use a LIPA-like architecture to offload traffic at local network if possible, otherwise use SIPTO at or above RAN as a fallback solution.
3.2 SIPTO at local network procedures

To provide SIPTO at local network function, H(e)NB is required to support a collocated Offload Gateway (O-GW). The O-GW can provide almost a full set of functions as defined for P-GW, with simplification possible because of internal direct path between H(e)NB and O-GW, and can support all interfaces a P-GW can support: S5, SGi, Gx/Gy/Gz.

In addition, O-GW provides a NAT function, for any traffic that needs to be SIPTOed via home/enterprise. The NAT function is necessary because the UE’s address comes from the Operator Network. The policy that specifies the traffic to be SIPTOed may be configured via O&M.

Upon H(e)NB IPsec tunnel setup, O-GW obtains an IP address for S5 interface and SGi interface. Whether S5 and SGi can share the same address and whether S5/SGi can share the same address as L-GW is FFS.

Other necessary parameters for O-GW to function as a P-GW, such as DNS/DHCP/P-CSCF servers, can also be configured by O&M once the IPsec tunnel is established.

PDN connection setup procedure is almost identical to LIPA connection setup. The only difference is that the H(e)NB supplies the O-GW address (S5) in Initial UE message. Existing NAS message, e.g, ESM Information Request/Response may be used to let the user to accept/decline SIPTO at local network before the rest of the procedure is taking place. The MME will check the SIPTO permission flag instead of the LIPA permission flag, and if SIPTO is allowed, sends a Create Session Request to O-GW (through SGW). On S1 interface, a correlation id is sent to the H(e)NB and a direct path will be established between H(e)NB and O-GW. If the H(e)NB does not support O-GW or MME local configuration disallow SIPTO at local network, the connection setup fallback to SIPTO at or above RAN.

To provide address configuration to UE, the O-GW can act as RADIUS/Diameter/DHCP client and obtains an address from Operator Network, then delivers it to the UE using either default bearer activation procedure or DHCP.

Conclusion: In LIPA-like architecture, H(e)NB uses a collocated O-GW to provide SIPTO at local network. The connection setup procedure is the same as LIPA connection setup, with difference of using SIPTO permission flag, instead of LIPA permission flag to override DNS interrogation.
3.3 Traffic offloading

Once the connection is setup, O-GW uses the operator policy to offload selective IP traffic from the PDN connection. Other traffic is forwarded to the operator’s Core network through SGi interface. Before the SIPTO traffic is sent to the Internet through home/enterprise network, it is NATed first. Here, there is no concern on the address collision issue between home/enterprise and Operator network, since SIPTO at local network is not designed to support LIPA.
Conclusion: In LIPA-like architecture, O-GW uses the NAT function to send SIPTO traffic to Internet through home/enterprise network according to operator’s policies, while sending rest of the traffic to operator’s Core network through SGi interface.
4. Conclusions/Principles

According to the above discussion, it is propose to adopt following conclusions/principles for SIPTO at local network solution2 – using O-GW to offload traffic in TR 23.859.
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* * * Start of Change * * * *
5.4
SIPTO at the local network

5.4.x
Architecture solution x: Using O-GW to offload traffic

5.4.x.1   Architecture principles

In this solution framework, the network uses a LIPA-like architecture to offload any traffic from Core PDN connection. The followings are the common principles applying to both UMTS and EPS:
· SIPTO at H(e)NB Subsystem can re-use the existing architectures from either LIPA or SIPTO at or above RAN. Use a LIPA-like architecture to offload traffic at local network if possible, otherwise use SIPTO at or above RAN as a fallback solution.
· In LIPA-like architecture, H(e)NB uses a collocated O-GW to provide SIPTO at local network. The connection setup procedure is the same as LIPA connection setup, with difference of using SIPTO permission flag, instead of LIPA permission flag to override DNS interrogation.
· In LIPA-like architecture, O-GW uses the NAT function to send SIPTO traffic to Internet through home/enterprise network according to operator’s policies, while sending rest of the traffic to operator’s Core network through SGi interface.
* * * End of Change * * * *
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