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Abstract of the contribution: This paper assumes solution 1 of TR 23.859 i.e. a Serving GW in the Core Network with S5 interface to the standalone L-GW in the local network. It discusses the various alternatives for standalone L-GW selection i.e. by the H(e)NB or by the Core Network, while allowing the Serving GW in the Core Network to know the standalone Local GW address to be used on S5 interface. 
Introduction

At SA2#83 meeting, the solution 1 for the LIPA architecture is represented in the following figure for the EPS case.
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Figure 5.2.1.1.2: Stand-alone L-GW architecture (EPC diagram for HeNB subsystem)

The discussion below refers to the above architecture.

Proposed text for TR 23.859
***** START OF CHANGES *****
5.2.x
Key issue #L2: Local GW selection and addressing
5.2.x.1 
General Description

In Rel-10 LIPA architecture, the L-GW is collocated with H(e)NB, and therefore, the L-GW address and H(e)NB address do not need to be signalled between them. However, in Rel-11, when the standalone L-GW is supported, L-GW and H(e)NB must exchange their addresses in order to establish the direct data path between them.  Considering the involvement of Security Gateway (SeGW), there would be two addresses each for the L-GW and H(e)NB, i.e. the local address from the home network, and the core network address allocated by SeGW (IPsec inner IP address).

5.2.x.2
Local GW selection and addressing for Architecture solution 1 (Stand-alone logical L-GW)
5.2.x.2.1
General
In the following, they are named L-GW@LN address/FQDN, L-GW@CN, H(e)NB@LN, and H(e)NB@CN respectively. The L-GW@LN address/FQDN and H(e)NB@LN address/FQDN are the addresses/FQDN allocated by the local network, and the L-GW and H(e)NB use them to establish secure connections to the SeGW. The L-GW@CN address and H(e)NB@CN address are the addresses allocated by the SeGW in the Core Network domain space and used for communicating with core network entities, e.g. MME/SGSN, S-GW. 

In the  LIPA connection setup process, the following issues needs to be considered:

· How to inform the core network (MME/SGSN) of the L-GW@CN address;

· How to inform the H(e)NB of L-GW@LN address/FQDN and TEID for setup of the direct data path;

· How to inform the L-GW of H(e)NB@LN address/FQDN and TEID for forwarding the downlink traffic over the direct data path;

5.2.x.2.2
Stand-alone L-GW selection 

The L-GW selection function should be able to take into account several parameters such as e.g. the APN requested by the UE, the local H(e)NB network Id, L-GW load balancing, L-GW failure cases, etc. On the other hand, the H(e)NB is not aware of Non-Access-Stratum layer information especially in the case of LTE as NAS is encrypted and hence the HeNB cannot see it except if provided by the Core Network via S1AP/RANAP. 
Some more discussion can be found in 5.2.x.5.
Editor's note : It is FFS how the LHN-id is managed in the Core Network and communicated to the H(e)NB and L-GW.
5.2.x.2.3
Signalling the L-GW@LN address/FQDN and TEID to the H(e)NB

In the collocated L-GW case, in the E-RAB/RAB establishment process, a correlation ID is sent from the MME/SGSN to the H(e)NB. Release 10 specifications defined the Correlation ID as the TEID or the GRE keys of the L-GW for the user plane. 
In order to support the standalone L-GW, the L-GW@LN address/FQDN should also be sent to the H(e)NB e.g. in the Correlation ID in order for the H(e)NB to establish the direct data path with  the L-GW. The L-GW@CN address/FQDN must be transferred to the H(e)NB during the E-RAB/RAB establishment process otherwise the S-GW would not be able to establish the S5 user plane for uplink traffic. 
1) The H(e)NB provides the CN with the L-GW@LN address/FQDN, the H(e)NB signals it towards the L-GW via the SeGW for setting up the direct data path, i.e. thanks to a control plane on the Sxx interface through the SeGW(s) and the Core Network IP network. During the direct data path setup signalling, the L-GW@LN can be passed to the H(e)NB in the  Bearer Setup Request / RAB Assignment Request message (see figure 5.2.x.7).. 
2) The H(e)NB only indicates the local H((e)NB network Id while the L-GW provides it L-GW@LN address/FQDN to the Core Network with e.g. dynDNS procedure, the L-GW@LN address/FQDN can be signalled to the H(e)NB after L-GW selection by the Core Network in the  Bearer Setup Request / RAB Assignment Request message (see figure 5.2.x.6). The MME/SGSN needs to form the Correlation ID using the TEID sent from the L-GW (via S-GW) and the L-GW@LN address obtained from DNS.
5.2.x.2.4
Signalling the H(e)NB@LN local address/FQDN and TEID to L-GW

In normal operation, the H(e)NB allocates the TEID and sends it to the MME/SGSN in the Bearer Setup Response/RAB Assignment Response message. In the standalone L-GW case, this TEID and the H(e)NB@LN has to be signalled to the L-GW such that the downlink direction of the direct data path can be setup accordingly.

Two possible approaches can be used for signalling the address and TEID:

a) Modify the S5 interface control plane to deliver the H(e)NB@LN address/FQDN and TEID from the S-GW to the L-GW. 

b) A new control plane on Sxx interface between H(e)NB and L-GW can be used to signal the H(e)NB@LN address/FQDN and TEID to the L-GW. Any tunnel management mechanism can be reused for this interface, e.g. GTP or IKEv2 with extensions.
5.2.x.2.5 
Signalling the L-GW@CN address to the SGSN/MME
In case of the collocated L-GW, the H(e)NB includes the L-GW address in every INITIAL UE MESSAGE and every UPLINK NAS TRANSPORT (or UTRAN Originated DIRECT TRANSFER) control message. 

For the standalone L-GW case, the L-GW@CN address needs to be provided to the SGSN/MME. Following are two kinds of alternatives to achieve that.

a) RAN-based alternative: Keep the procedures for collocated L-GW, i.e. the H(e)NB informs the SGSN/MME of L-GW@CN address via Iu/S1. 
However, this approach requires the H(e)NB be informed about the L-GW@CN address before the UE requests for a LIPA connection. A few sub-options are listed below for the case of single L-GW in the local H(e)NB network:

i. H(e)NB obtains L-GW@CN by interacting with CN entities, for example a DNS server in the CN. In this option, the L-GW registers L-GW@CN to the CN entities, e.g. DNS Server in the core network. The H(e)NB can query the DNS server with the local H(e)NB network Id to obtain the corresponding L-GW@CN address. Note that the DNS Server can be deployed for serving only the H(e)NBs. 

ii. The H(e)NB obtains the L-GW@CN address from local network.  As H(e)NB and L-GW are user premises entities, they can discovery each other via local network discovery mechanisms, e.g. via the local network DNS, DHCP, UPnP or deployment configurations, etc.  The core network does not need to be aware of the mechanism employed for this local discovery. Note that these discovery mechanism normally would only provide H(e)NB with the L-GW@LN address. After the discovery, the H(e)NB and L-GW can attempt the establishment of a Sxx interface control plane, and exchange the information of addresses allocated by CN, i.e. L-GW@CN address and H(e)NB@CN address. 

In case there are multiple L-GWs in the local network, the CN node, e.g. SGSN/MME, may need to be involved in the selection of the L-GW. In order to support that, the H(e)NB needs to send all the eligible L-GWs’ information (e.g. L-GW@CN address and APN supported) to the SGSN/MME, and the SGSN/MME can select the proper L-GW based on available information, e.g. UE requested APN.  

b) DNS-based alternative: Instead of the sending the L-GW@CN, the H(e)NB only indicates either the local H((e)NB network Id in the message towards SGSN/MME. The SGSN/MME would then use that information to query a DNS Server in the core network to obtain the L-GW@CN address.

This approach would require the L-GW to register the L-GW@CN address, the L-GW@LN address/FQDN to a DNS Server in the core network. This can be done by running a DNS Update from the L-GW after obtaining the address from the SeGW (dynDNS). 

This registration needs to provide the DNS Server with all the APNs that can be supported by the L-GW, and all the H(e)NBs that can locally connected to the L-GW (i.e. the local H(e)NB Id). When the UE requests a LIPA PDN connection, the SGSN/MME queries the DNS server using the requested APN, local H(e)NB Id, etc.

NOTE: 
In Rel-10 procedure for L-GW selection, when there is no L-GW@CN address provided by the H(e)NB, the MME would either reject the LIPA PDN connection request (for “LIPA Only” APN), or setup a non LIPA PDN connection (for “LIPA conditional” APN). Therefore, in order to be compatible, the H(e)NB needs to indicate a preset address, e.g. 0.0.0.0, to the SGSN/MME, which would trigger the DNS query.

5.2.x.2.6 
Description of the DNS-based and RAN-based alternatives
Below are describe two alternatives for signalling the L-GW address to the SGSN/MME, showing the L-GW selection by the core network, how the L-GW@LN address/FQDN and TEID are signalled to the H(e)NB, and how the H(e)NB@LN address/FQDN and TEID are signalled to the L-GW:

a) DNS based alternative 
At initialization, after having established an IPsec tunnel with the SeGW, each L-GW can register as DNS client with Update DNS capability (IETF RFC 2136) to a DNS server in the Mobile Core Network with some parameters such as the Local H(e)NB Network Id , the L-GW@LN address or the L-GW local FQDN in case of local DNS in the local network (accessible by the H(e)NB), the L-GW@CN address allocated by the SeGW, etc). The DNS server will maintain these data for interrogation from the MME/SGSN at UE LIPA PDN connection request: the MME/SGSN can perform a DNS query as it does in other cases with specific parameters: APN, Local H(e)NB Network. The DNS Server will then return one or several L-GWs in the local network to the MME/SGSN. 
This DNS server may be hosted by e.g. the H(e)NB GW when it exists. 

An example is shown in the following call flow.

· 
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Figure 5.2.x.6: DNS based alternative


b) RAN based alternative

Each H(e)NB is configured with the L-GW@LN address or FQDN of all L-GW(s) it has connectivity with. The H(e)NBs and the L-GWs need to exchange data over Sxx interface via a new control plane to allow the H(e)NB to know the L-GW@CN address of each L-GW that has been allocated by the SeGW. The H(e)NB transfer the list of L-GW@CN IP addresses or FQDNs, it provides these information to the CN via S1AP/RANAP. Based on e.g. APN, the CN selects one of the L-GW(s).
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Figure 5.2.x.7: RAN based alternative

***** END OF CHANGES *****
Proposal

Proposal 1: It is proposed to include the above proposed text in the TR. 
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