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Abstract of the contribution:

This paper proposes a method for enabling an MTC device and/or an MTC server to determine public routable address of an MTC device deployed behind NAT(s) by the use of off-path address determination techniques. IETF RFC5389 (Session Traversal Utilities for NAT - STUN) and RFC5766 (Traversal Using Relays around NAT - TURN) specify the protocols that can be used to enable such off-path address determination techniques. 

1. Introduction
Due to the limitation of the public IPv4 address space, MTC device(s) may be deployed behind NAT(s) and assigned private non-routable IPv4 address and thus not reachable by the MTC Server(s). Depending on the nature of the applications, there could be a need either for the MTC device or for the MTC server to be the initiator of the communications. For some applications (such as SIP, FTP etc.) an MTC device behind the NAT needs to know its publically routable address before initiating communications with the peer-entity. Initiation of communications from outside the 3GPP network (such as from the MTC server) will also require the outside public entity to know the publically routable address of the MTC device. The presence of NAT(s) can also cause problems where IPsec encryption is applied. Devices that encrypt their signalling with IPsec encapsulate the address and port information within and encrypted packets, hence the NAT device cannot access and translate such addresses. Such secure communications also requires an MTC device to know its publically routable address.
The current version of 3GPP TR 23.888 v1.1.1 documents a solution for MT Communications with Micro Port Forwarding (MPF) techniques with IPv4 addressing. MPF is an in-path address determination technique that allows an MTC device to setup narrow port forward rule(s) with the NAT to enable mobile terminated (MT) messages from an MTC server. Such MPF rules are specific to an MTC server (IP address). For communications with different MTC servers, the MTC device will need to setup separate MPF rules. With such in-path address determination techniques, MT communications from the server can be initiated only after the MTC device has established communications with the MTC server and has set up the MPF rule(s). It is yet to be determined if with such in-path address determination techniques, an MTC server could initiate communications with MTC devices that are Mobile Originate (MO) only devices, hence not able to establish MPF rule(s). It is also yet to be determined if with such in-path address determination techniques the MTC device could support applications (such as SIP, FTP etc.) that require an MTC device behind a NAT to know its publically routable address.
In addition, networks may be deployed with network topology techniques intended to prevent unauthorized MT communications. Such techniques may include end-system privacy techniques (e.g., to prevent device profiling), topology hiding (e.g., to mitigate scanning attacks) and to prevent unauthorized communications with the MTC devices.

With such requirements for MTC communications, it is prudent that we investigate off-path address determination techniques. This paper provides a framework for such off-path address determination techniques. The paper also proposes that off-path address determination techniques based on STUN (Session Traversal Utilities for NAT – RFC5389) or TURN (Traversal Using Relays around NAT – RFC5766) be used for the purpose of address determination. This paper provides a high level framework. Details of the protocols and fine tuning of the message flows etc. will be developed at a later date.
2. Communications Utilizing Off-Path Address Determination Techniques

2.1  Framework

The general concept of the Off-Path Address Determination Techniques is that an MTC device Attaches to the 3GPP network and requests establishment of a PDN connection and IP address assignment. The 3GPP network entity(s) perform MTC device authentication and authorization with the AAA. A PDN connection is established between the S-GW and the P-GW and a private-IPv4 Address+Port is assigned to the MTC device. Depending on the operator policy, the IP address may be assigned by the AAA or by the P-GW. Details of the AAA authentication and authorization procedures and IP address assignment procedures are aligned with the call setup procedures for the appropriate 3GPP technology. At this stage, the P-GW entity initiates Public IP Address Mapping Request procedure with the Address/Relay Server, and passes the assigned private-IPv4 Address+Port information to the Address/Relay Sever. The Address/Relay Server performs Address Mapping Techniques (e.g., STUN, TURN protocols) and returns the mapped public-IPv4 Address+Port information to the P-GW. The P-GW registers MTC device specific information such as the P-GW address, MTC device ID, assigned private and public IPv4 Address+Port information etc. with the HSS/AAA. Alternatively the P-GW may register all or part of such MTC device specific information with the MTC Gateway/Proxy (such procedures are not shown in Figure 1). The P-GW then returns the assigned IPv4 Address+Port information to the MTC device. Private-IPv4 Address+Port information is returned to the MTC device to enable traversal of the uplink IP packets through the NAT. Mapped public-IPv4 address information may also be returned to the MTC device depending on application and/or operational requirements. What type of address information is returned to the MTC device (private and/or public) could be determined based on subscription information, configurations or operator policy.
Note: The entities illustrated in this description, the terminology and the choice of message names etc. are at a framework/conceptual level. These messages can be mapped to appropriate call setup procedures for the appropriate 3GPP technology and to the IETF messages depending on the choice of the IETF address determination protocol(s). For the messages that are not defined by any of the existing specifications, appropriate message names can be assigned in consultation with the 3GPP SA2 community.
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Figure 1  IPv4 Address Assignment and Address Mapping
When the MTC server wants to initiate communications with the MTC device, and if it already does not have the IP Address information for the MTC device, the MTC Server queries the IP Address of the MTC device by sending a Query message to the MTC Gateway/Proxy. The Query message includes MTC device ID. MTC Gateway/Proxy, in turn, queries the HSS/HLR for device’s IP address etc or obtains such information from the locate cache if so available. On the receipt of the public-IPv4 Address+Port information assigned to the MTC device from the HSS/HLR or from the local cache, the MTC Gateway/Proxy passes such information to the MTC Server. In case the MTC Gateway/Proxy caches device IP Address and other information, step 2 and step 3 in Figure 2 are not performed. At this stage, the MTC server is ready to initiate MT communications with the MTC device. 
Note: The procedures described so far are limited to framework level IPv4 address assignment and mapping techniques. IP address management, lifetime, refresh, release etc. will be addressed at a later stage based on the selection of the Address Determination Protocol. 
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Figure 2  Public IPv4 Address Query
2.2   STUN and TURN Protocols for Off-Path Address Determination
For MTC Devices that are deployed behind the NAT equipment, in addition to the requirements elucidated in the Section 1 (Introduction section), we need to consider the NAT behaviour as well. NAT behaviours differ in terms of how address mapping is performed. For instance, for packets sent from the same internal address and port pair, some NATs may map them to different external source address and port pairs for different sessions, whereas some NATs do not change the mapping unless the internal source IP address and port pair has also changed.

This paper proposes the use of IETF address translation protocols such as STUN (Session Traversal Utilities for NAT – RFC5389) or TURN (Traversal Using Relays around NAT – RFC5766), depending on the NAT behaviour.

Two different scenarios of MTC device address resolution are discussed. These relate to how NAT address resolution is performed for different NAT behaviour. 
Secnario-1:

Some NAT equipment behave as ‘Endpoint-Independent mapping and filtering’. They use the same public port mapping for all packets sent from the same (source) IP address and port of the MTC device (behind the NAT) irrespective of the destination IP address and port of the MTC server. Additionally, such NATs do not filter incoming packets with source address and port different from that of the destination in the previous outgoing packets. In this case, an Address Server (STUN Server) can be deployed to obtain the mapped public address and port for the MTC device. 
After the P-GW acquires/allocates the private-IPv4 Address+Port to the MTC device (Step 3, Figure 1), the P-GW initiates address mapping procedures with the STUN Server by sending STUN Request message to the STUN Server. STUN Server is the Address/Relay Server entity shown in Figure 1 and is located on the public side of the NAT equipment. STUN messages are protected by the security credentials and message integrity techniques specified in RFC5389. STUN Server provides mapped public-IPv4 Address+Port information to the P-GW in the STUN Response message. STUN Request/Response message pair can be mapped to Step 4 and Step 5 in Figure 1. All other message sequencing is similar to those described in Figure 1.
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Figure 3   Address Mapping and Data Transport with STUN Server
Figure 3 illustrates Mobile Terminated data transport using STUN server. On the receipt of the public-IPv4 Address+Port pair assigned to the MTC device, the P-GW forwards such information to the HSS/HLR. Alternatively, public-private IPv4 Address+Port mapping information etc. can be kept in the MTC Gateway/Proxy. The choice of such procedures can be made based on operational requirements and operator policy. The MME may return such address information to the MTC device as well. When the MTC Server queries the MTC Gateway/Proxy for the public-IPv4 Address assigned to the MTC device, the MTC Gateway/Proxy obtains such information from the HSS/HLR or from the local cache and returns it to the MTC Server. Details of such procedures are in the Figure 1 and Figure 2. On acquiring the public-IPv4 Address+Port information for the MTC device, the MTC Server can initiate Mobile Terminated communications with the MTC device via the NAT equipment.  

Secnario-2:

If the NAT behaves as ‘Endpoint-Dependent’, then it may behave as Address-Dependent or Address-and-Port-Dependent. For such NATs, performing address resolution with the STUN Server whose address could be different from the MTC server address will not be a workable solution. Such NATs may filter downlink packets that are not sent from the same address and port pair as that of the address of the STUN Server used for address mapping purpose. In this case, a Relay Server (TURN server) can be deployed to get the mapped public address and port for the MTC device.

After the P-GW acquires/allocates the private-IPv4 Address+Port to the MTC device (Step 3, Figure 1), the P-GW initiates address mapping procedures with the TURN Server by sending TURN Allocate Request message to the TURN Server. TURN Server is the Address/Relay Server entity shown in Figure 1 and is located on the public side of the NAT equipment. TURN messages are protected by the security credentials and message integrity mechanisms specified in RFC5766. TURN Server provides mapped public-IPv4 Address+Port information to the P-GW in TURN Allocate Response message. TRUN Allocate Request/Response message pair can be mapped to Step 4 and Step 5 in Figure 1. All other message sequencing is similar to those described in Figure 1.
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Figure 4   Address Mapping and Data Transport with TURN Server
Figure 4 illustrates Mobile Terminated data transport using TURN server. On the receipt of the public-IPv4 Address+Port pair assigned to the MTC device, the P-GW forwards such information to the HSS/HLR. Alternatively, public-private IPv4 Address+Port mapping information can be kept in the MTC Gateway/Proxy. The choice of such procedures can be made based on operational requirements and operator policy. The MME may return such address information to the MTC device as well. When the MTC Server queries the MTC Gateway/Proxy for the public-IPv4 Address assigned to the MTC device, the MTC Gateway/Proxy obtains such information from the HSS/HLR or from the local cache and returns it to the MTC Server. Details of such procedures are in the Figure 1 and Figure 2. On acquiring the public-IPv4 Address+Port information for the MTC device, the MTC Server can initiate Mobile Terminated communications with the MTC device via the TURN Relay server.  
Proposal
6.X
Solution – Communications Using Off-Path Address Determination Techniques
6.X.1
Problem Solved / Gains Provided

See clauses 5.8 "Key Issue – MTC Device Trigger" and clause 5.3 "Key Issue – IPv4 Addressing"

6.X.2
General

Due to the limitation of the public IPv4 address space, MTC device(s) may be deployed behind NAT(s) and assigned private non-routable IPv4 address and thus not reachable by the MTC Server(s). Depending on the nature of the applications, there could be a need either for the MTC device or for the MTC server to be the initiator of the communications. For some applications (such as SIP, FTP etc.) an MTC device behind the NAT needs to know its publically routable address before initiating communications with the peer-entity. Initiation of communications from outside the 3GPP network (such as from the MTC server) will also require the outside public entity to know the publically routable address of the MTC device. The presence of NAT(s) can also cause problems where IPsec encryption is applied. Devices that encrypt their signalling with IPsec encapsulate the address and port information within and encrypted packets, hence the NAT device cannot access and translate such addresses. Such secure communications also requires an MTC device to know its publically routable address.

6.X.3
Off-Path Address Determination Techniques
With Off-Path Address Determination Technique, an MTC device Attaches to the 3GPP network and requests establishment of a PDP Context/PDN connection and IP address assignment. The network entity(s) perform MTC device authentication and authorization with the AAA. A PDP Context/PDN connection is established between the SGSN/S-GW and the GGSN/P-GW and a private-IPv4 Address+Port is assigned to the MTC device. Depending on the operator policy, the IP address may be assigned by the AAA or by the GGSN/P-GW. At this stage, the GGSN/P-GW entity initiates Public IP Address Mapping Request procedure with the Address/Relay Server, and passes the assigned private-IPv4 Address+Port information to the Address/Relay Sever. The Address/Relay Server performs Address Mapping Techniques (e.g., STUN, TURN protocols) and returns the mapped public-IPv4 Address+Port information to the GGSN/P-GW. The GGSN/P-GW registers MTC device specific information such as the GGSN/P-GW address, MTC device ID, assigned private and public IPv4 Address+Port information etc. with the HSS/AAA. Alternatively the GGSN/P-GW may register all or part of such MTC device specific information with the MTC Gateway/Proxy. The GGSN/P-GW then returns the assigned IPv4 Address+Port information to the MTC device. Private-IPv4 Address+Port information is returned to the MTC device to enable traversal of the uplink IP packets through the NAT. Mapped public-IPv4 address information may also be returned to the MTC device depending on application and/or operational requirements. What type of address information is returned to the MTC device (private and/or public) could be determined based on subscription information, configurations or operator policy.
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Figure xx1  IPv4 Address Assignment and Address Mapping

When the MTC server wants to initiate communications with the MTC device, and if it already does not have the IP Address information for the MTC device, the MTC Server queries the IP Address of the MTC device by sending a Query message to the MTC Gateway/Proxy. The Query message includes MTC device ID. MTC Gateway/Proxy, in turn, queries the HSS/HLR for device’s IP address etc or obtains such information from the locate cache if so available. On the receipt of the public-IPv4 Address+Port information assigned to the MTC device from the HSS/HLR or from the local cache, the MTC Gateway/Proxy passes such information to the MTC Server. At this stage, the MTC server is ready to initiate MT communications with the MTC device. 

Note: The descriptions so far are limited to framework level IPv4 address assignment and mapping techniques. IP address management, lifetime, refresh, release etc. will be addressed at a later stage based on the selection of the Address Determination Protocol. 
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Figure xx2  Public IPv4 Address Query
6.X.4
STUN and TURN Protocols for Off-Path Address Determination
For MTC Devices that are deployed behind the NAT equipment, we need to consider the NAT behaviour. NAT behaviours differ in terms of how address mapping is performed. For instance, for packets sent from the same internal address and port pair, some NATs may map them to different external source address and port pairs for different sessions, whereas some NATs do not change the mapping unless the internal source IP address and port pair has also changed.

IETF address translation protocols such as STUN (Session Traversal Utilities for NAT – RFC5389) or TURN (Traversal Using Relays around NAT – RFC5766) are used for Off-Line Address Determination, depending on the NAT behaviour.

Two different scenarios of MTC device address resolution are possible. These relate to how NAT address resolution is performed for different NAT behaviour. 

Secnario-1:

For NAT equipment that behave as ‘Endpoint-Independent mapping and filtering’, they use the same public port mapping for all packets sent from the same (source) IP address and port of the MTC device (behind the NAT) irrespective of the destination IP address and port of the MTC server. In this case, a STUN Server is deployed to obtain the mapped public address and port for the MTC device. 

After the P-GW acquires/allocates the private-IPv4 Address+Port to the MTC device, the P-GW initiates address mapping procedures with the STUN Server by sending STUN Request message to the STUN Server. STUN Server is located on the public side of the NAT equipment. STUN messages are protected by the security credentials and message integrity techniques specified in RFC5389. STUN Server provides mapped public-IPv4 Address+Port information to the P-GW in the STUN Response message. 
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Figure xx3   Address Mapping and Data Transport with STUN Server

On the receipt of the public-IPv4 Address+Port pair assigned to the MTC device, the P-GW forwards such information to the HSS/HLR. Alternatively, public-private IPv4 Address+Port mapping information etc. can be kept in the MTC Gateway/Proxy. The choice of such procedures can be made based on operational requirements and operator policy. The MME may return such address information to the MTC device as well. When the MTC Server queries the MTC Gateway/Proxy for the public-IPv4 Address assigned to the MTC device, the MTC Gateway/Proxy obtains such information from the HSS/HLR or from the local cache and returns it to the MTC Server. On acquiring the public-IPv4 Address+Port information for the MTC device, the MTC Server can initiate Mobile Terminated communications with the MTC device via the NAT equipment.  

Secnario-2:

For NAT equipment that behave as ‘Endpoint-Dependent’, they may behave as Address-Dependent or Address-and-Port-Dependent. Such NATs may filter downlink packets that are not sent from the same address and port pair as that of the address of the Address/Relat Server used for address mapping purpose. In this case, a TURN server is deployed to get the mapped public address and port for the MTC device.

After the P-GW acquires/allocates the private-IPv4 Address+Port to the MTC device, the P-GW initiates address mapping procedures with the TURN Server by sending TURN Allocate Request message to the TURN Server. The TURN Server is located on the public side of the NAT equipment. TURN messages are protected by the security credentials and message integrity mechanisms specified in RFC5766. TURN Server provides mapped public-IPv4 Address+Port information to the P-GW in TURN Allocate Response message. 
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Figure xx4   Address Mapping and Data Transport with TURN Server

On the receipt of the public-IPv4 Address+Port pair assigned to the MTC device, the P-GW forwards such information to the HSS/HLR. Alternatively, public-private IPv4 Address+Port mapping information can be kept in the MTC Gateway/Proxy. The choice of such procedures can be made based on operational requirements and operator policy. The MME may return such address information to the MTC device as well. When the MTC Server queries the MTC Gateway/Proxy for the public-IPv4 Address assigned to the MTC device, the MTC Gateway/Proxy obtains such information from the HSS/HLR or from the local cache and returns it to the MTC Server. On acquiring the public-IPv4 Address+Port information for the MTC device, the MTC Server can initiate Mobile Terminated communications with the MTC device via the TURN Relay server.  

6.x.5
Impacts on existing nodes or functionality

6.x.5
Evaluation
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