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Abstract of the contribution: This document discusses whether to centralize or distribute the LDF functionality.
1. Introduction

In SA2#83, the document S2-110604 proposed to distribute the LDF function in each entity, such as P-CSCF or S-CSCF, and let each vendor provide their own algorithms to calculate and update the weights in DNS in a multi-vendor case. 
Fig.1 and Fig.2 illustrate the information flows for a centralized LDF and a distributed one by taking the example of P-CSCF Load Balancing. 


Fig.1 Example information flow for a separate/centralized LDF
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Fig.2 Example information flow for Distributed LDFs
2. Discussion

Three applicable scenarios for IMS Load Balancing are described in §5.2 of TR 23.812. 
For the first scenario, i.e. “dynamically monitor and balance the load between entities of the same kind to reduce the load gaps”, although each vendor can provide their own algorithms, when LDF is distributed to each IMS entity, to calculate the weights, it is necessary to share load information between IMS entities to reach a globally balanced state. This means new interfaces between IMS entities. 
For the second scenario, i.e. “automatically balance load when a new entity is added to the network or a working entity is removed”, if the functionality of LDF is distributed into each IMS entity, either a concentrated control is needed to lead the traffic to/from that moved entity by configuring each one’s weight generating mechanism, or the sharing of load information between them is needed for self-adjustment. 
For the third scenario, i.e. “automatically or in a manual way balance the load between different regions or entity pools”, if the functionality of LDF is distributed into each IMS entity, when it is needed to adjust the load balancing method, e.g. to execute flexible Load Balancing between different pools, certain IMS entities need to be configured (i.e. the vendor’s algorithm parameters need to be re-configured), which means a concentrated control, maybe through NMS/EMS and enhanced interfaces, is still a necessity. 
The following table provides a summary of these two alternatives’ impact to the network.
	Alternatives
	New NE
	Affected NEs
	New interface 

	Centralized LDF
	LDF
	no
	no

	Distributed LDF
	no
	P-CSCFs, S-CSCFs, etc.
	Interfaces for sharing load information between IMS entities


3. Conclusion

It is proposed to accept the following changes to TR 23.812.

First Change to TR 23.812
7.2.4
LDF architecture assessment

7.2.4.1
Assessment on the utilization of EMS/NMS for the LDF architecture
Two LDF architectures are given in subclause 6.1.1.1. In Alternative 1, direct interfaces are used between LDF and CSCF/DNS. In alternative 2, there are no direct interfaces between LDF and CSCF/DNS. EMS/NMS is used as an intermediary for information delivery between LDF and CSCF as well as between LDF and DNS.

The comparison of these two architectures is shown below: 

	Alternatives
	Impacts on CSCF
	Create new function entity
	Impacts on existing interface
	New interface for CSCF
	New interface for EMS/NMS

	Alt 1 in 6.1.1.1.2: Direct interface
	Yes (only to report load info)
	Yes
	No
	Yes (only to report load info)
	No

	Alt 2 in 6.1.1.1.3: Indirect interface (through EMS/NMS)
	No
	Yes
	No
	No
	Yes


7.2.4.2
Solution comparison between centralized LDF and distributed LDF
Three applicable scenarios for IMS Load Balancing are described in §5.2 of TR 23.812. 
For the first scenario, i.e. “dynamically monitor and balance the load between entities of the same kind to reduce the load gaps”, although each vendor can provide their own algorithms, when LDF is distributed to each IMS entity, to calculate the weights, it is necessary to share load information between IMS entities to reach a globally balanced state. This means new interfaces between IMS entities. 

For the second scenario, i.e. “automatically balance load when a new entity is added to the network or a working entity is removed”, if the functionality of LDF is distributed into each IMS entity, either a concentrated control is needed to lead the traffic to/from that moved entity by configuring each one’s weight generating mechanism, or the sharing of load information between them is needed for self-adjustment. 

For the third scenario, i.e. “automatically or in a manual way balance the load between different regions or entity pools”, if the functionality of LDF is distributed into each IMS entity, when it is needed to adjust the load balancing method, e.g. to execute flexible Load Balancing between different pools, certain IMS entities need to be configured (i.e. the vendor’s algorithm parameters need to be re-configured), which means a concentrated control, maybe through NMS/EMS and enhanced interfaces, is still a necessity. 

The following table provides a summary of these two alternatives’ impact to the network.

	Alternatives
	New NE
	Affected Existing NEs
	New interface 

	Centralized LDF
	LDF
	P-CSCFs, S-CSCFs, etc, to utilize LDF capability
	LDF to NEs or existing EMS/NMS interfaces

	Distributed LDF
	no
	P-CSCFs, S-CSCFs, etc.
	no


End of Change
1.b. Notify load information 





1.a Notify load information





1.c. Notify load information 





2. Update weights





4. Response with P-CSCF-1





3. Request for a P-CSCF





LDF





P-CSCF - 2





5 Registration Request





DNS





P-CSCF - 1








IP CAN





3. Registration Request





2. Response with P-CSCF-1





1. Request for a P-CSCF





P-CSCF - 3 (d-LDF)





P-CSCF - 2 (d-LDF)





DNS





P-CSCF-1 (d-LDF)





IP CAN





Update weight





Update weight





Update weight








3GPP

SA WG2 TD


