SA WG2 Temporary Document

Page 1

3GPP TSG SA WG2 Meeting #84
TD S2-111768
11 – 15 April 2011, Bratislava, Slovakia
Source:
Panasonic
Title:
Signalling of standalone LGW address for LIPA connection establishment
Document for:
Approval
Agenda Item:
9.5
Work Item / Release:
LIMONET/Release 11
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1. Introduction

In Rel-10 LIPA architecture, the L-GW is collocated with H(e)NB, and therefore, the L-GW address and H(e)NB address do not need to be signalled between them. However, in Rel-11, when the standalone L-GW is supported, L-GW address and H(e)NB must be exchanged their addresses in order to establish the direct data path between them.  Considering the involvement of Security Gateway (SeGW), there would be two addresses each for the L-GW and H(e)NB, i.e. the local address from the home network, and the core network address allocated by SeGW. 
In the following discussion, they are named L-GW@LN, L-GW@CN, H(e)NB@LN, and H(e)NB@CN respectively. The L-GW@LN and H(e)NB@LN are the addresses allocated by the local network, and the L-GW and H(e)NB use themt to establish sure connections to the SeGW. The L-GW@CN and H(e)NB@CN are the addresses allocated by the SeGW and used for communicating with core network entities, e.g. MME/SGSN, SGW. 

In the  LIPA connection setup process, the following issues needs to be considered:
· How to inform the core network (MME/SGSN) of the L-GW address;

· How to inform the H(e)NB of L-GW@LN and TEID for setup of the direct data path;
· How to inform the L-GW of H(e)NB@LN and TEID for forwarding the downlink traffic over the direct data path;
These issues are studied in the following sections.

2. Addresses signalling in the standalone L-GW case

2.1 Signal of L-GW address to the SGSN/MME
In case of the collocated L-GW, the H(e)NB include the L-GW address in every INITIAL UE MESSAGE and every UPLINK NAS TRANSPORT (or UTRAN Originated DIRECT TRANSFER) control message. 
For the standalone L-GW case, the L-GW@CN needs to be informed to the SGSN/MME. Following are two options to achieve that:
a) Keep the procedures for collocated L-GW, i.e. the H(e)NB informs the SGSN/MME of L-GW@CN via Iu/S1. However, this approach requires the H(e)NB be informed about the L-GW address before the UE request for a LIPA connection. A few sub-options are listed below:
i. H(e)NBs are configured with the L-GW@CN address via the H(e)NB Management System (H(e)MS), as specified in TS33.320.  The implication of this approach is that the H(e)MS needs to obtain the L-GW@CN information from the SeGW. Therefore, in case the L-GW changes its address, e.g. restart, the H(e)MS needs to reconfigure the H(e)NBs accordingly. 
ii. H(e)NBs obtain the L-GW@CN from SeGW via the IKEv2 procedure. This can be achieved by using either INFORMATIONAL Exchange as defined in RFC5996. To use the INFORMATIONAL Exchange, some new CP attributes need to be defined for carrying the L-GW@CN. Alternatively, the Notify payload can be used to carry the L-GW@CN to the H(e)NB. The requirement of this approach is that the SeGW the H(e)NB connected to must have the L-GW@CN information. This may not be possible with different SeGWs serving the L-GW and H(e)NBs. 
iii. Use a DNS server in the CN. In this option, the L-GW or the SeGW will have the L-GW@CN registered in a DNS Server in the core network. After connected to the SeGW, the H(e)NB can query the DNS server with the CSG ID and possibly its ECGI to obtain the corresponding L-GW@CN. Note that the DNS Server is configured by the SeGW, and therefore, it can be a DNS Server only serving the H(e)NBs.

iv. The H(e)NB obtains the L-GW@CN address from local network.  In this case, the H(e)NB obtains the L-GW configures from the local network, e.g. via the local network DNS or deployment configuration. However, since the L-GW@CN is allocated by the operators’ network, revealing such information to the local network may not be acceptable. 
The drawback of this option (applicable to all the sub-options) is the lack of the support for multiple L-GWs. In case there are multiple L-GWs in the local network, selection of the L-GW may be based on different factors, e.g. H(e)NBs the UE attached to, the APN requested by the UE, the load of the L-GWs, etc. Therefore, certain decisions can only be made by the core network entities. One possible method is for the H(e)NBs to send all the possible L-GWs’ information (e.g. address and APN supported) to the SGSN/MME, and the SGSN/MME can select the proper L-GW based on such information.  However, this would require some change to the information elements of the Iu/S1 interface. 

b) Instead of the sending the L-GW@CN, the H(e)NB only indicates the Home Network domain ID or the CSG ID in the message towards SGSN/MME. The SGSN/MME would then use that information to query a DNS Server in the core network to obtain the L-GW@CN address.
The implication of this approach would require the L-GW or the SeGW to register the L-GW@CN to the DNS Server in the core network. This can be either done by running a DNS Update from the L-GW or SeGW after the allocation of the address to L-GW. 

Alternatively, if the SeGW uses some backend server for address management, the address registration can be done as part of the L-GW IPSec tunnel establishment process. For example, the SeGW may obtain the L-GW@CN using DHCP from a core network server, which can also serve as the DNS Server to the SGSN/MME. 
The advantage of this option is that the SGSN/MME can include additional criteria in selecting the L-GW for the UE, e.g. based on the APN requested, the load condition, etc. 

However, this option would create some conflict with the Rel-10 collocated L-GW solutions. Of the existing procedure for L-GW selection, when there is no L-GW address provided by the H(e)NB, the MME would either reject the LIPA PDN connection request (for “LIPA-Only” APN), or setup a non-LIPA PDN connection (for “LIPA-conditional” APN). A possible remedy is to program the H(e)NB always send a preset address, e.g. 0.0.0.0, to the SGSN/MME, which would trigger a DNS query. 
2.2 Signal of L-GW local address and TEID to H(e)NB

In the collocated L-GW case, in the E-RAB establishment process (or RAB Assignment Request message), a correlation ID is sent from the MME/SGSN to the H(e)NB. Release 10 specifications defined the Correlation ID as the TEID or the GRE keys of the L-GW. In order to support the standalone L-GW, address should be also included in the Correlation ID. 
It should be noted that the L-GW@LN should be included in the Correlation ID in order for the H(e)NB to establish the direct data path towards the L-GW. 
a) To achieve this, the L-GW could provide the L-GW@LN in the Create Session Response message as the u-plane PGW address. In this case, the SGW would not be able to establish the S5 u-plane towards L-GW for uplink traffic. If the SGW is attempts to setup the S5, it may result in errors. Therefore, certain error handling needs to be defined for SGW.  This approach would also render the remote access not possible.
b) Alternatively, the address included in the Correlation ID can be the L-GW@CN. In this case, the H(e)NB will signal towards the L-GW via the SeGW for setting up the direct data path, i.e. the control plane of the Sxx interface goes via the SeGW. During the direct data path setup signalling, local address of the L-GW can be passed to the H(e)NB. 
Among above options, the second one requires a definition of new control interface between the H(e)NB and L-GW, but the changes are confined to the Rel-11 entities and does not have impacts to the core network. 
2.3 Signal of H(e)NB local address and TEID to H(e)NB

In normal operation, the H(e)NB allocates the TEID and sends it to the MME in the Bearer Setup Response message. In the standalone L-GW case, this TEID and the H(e)NB@LN has to be signalled to the L-GW such that the downlink direction of the direct data path can be setup accordingly.
Two possible approaches can be used for signalling the address and TEID:
a) Modify the S5 interface control plane to deliver the H(e)NB@LN and TEID from the SGW to the L-GW. Alternatively, the MME can piggyback the information on to the PCO, such that SGW would not need to be modified. 
b) A new control plane interface between H(e)NB and L-GW can be used to signal the H(e)NB address and TEID to the L-GW. Any tunnel management mechanism can be reused for this interface, e.g. the GTP or IKEv2 with extensions. 
For the above option b), it can be integrated with the option b) of section 2.2, and both of them do not have any impact to the core network entities. 

3. Proposals

It is proposed to document the contents in section 2 in TR23.859 as the key issues for supporting standalone L-GW.
5.2.x Key Issue x: Addresses signalling in the standalone L-GW case
5.2.x.1 General Description
In Rel-10 LIPA architecture, the L-GW is collocated with H(e)NB, and therefore, the L-GW address and H(e)NB address do not need to be signalled between them. However, in Rel-11, when the standalone L-GW is supported, L-GW address and H(e)NB must be exchanged their addresses in order to establish the direct data path between them.  Considering the involvement of Security Gateway (SeGW), there would be two addresses each for the L-GW and H(e)NB, i.e. the local address from the home network, and the core network address allocated by SeGW. 

In the following discussion, they are named L-GW@LN, L-GW@CN, H(e)NB@LN, and H(e)NB@CN respectively. The L-GW@LN and H(e)NB@LN are the addresses allocated by the local network, and the L-GW and H(e)NB use themt to establish sure connections to the SeGW. The L-GW@CN and H(e)NB@CN are the addresses allocated by the SeGW and used for communicating with core network entities, e.g. MME/SGSN, SGW. 

In the  LIPA connection setup process, the following issues needs to be considered:

· How to inform the core network (MME/SGSN) of the L-GW address;

· How to inform the H(e)NB of L-GW@LN and TEID for setup of the direct data path;

· How to inform the L-GW of H(e)NB@LN and TEID for forwarding the downlink traffic over the direct data path;
5.2.x.2 Signal of L-GW address to the SGSN/MME
In case of the collocated L-GW, the H(e)NB include the L-GW address in every INITIAL UE MESSAGE and every UPLINK NAS TRANSPORT (or UTRAN Originated DIRECT TRANSFER) control message. 

For the standalone L-GW case, the L-GW@CN needs to be informed to the SGSN/MME. Following are two options to achieve that.

a) Keep the procedures for collocated L-GW, i.e. the H(e)NB informs the SGSN/MME of L-GW@CN via Iu/S1. However, this approach requires the H(e)NB be informed about the L-GW address before the UE request for a LIPA connection. A few sub-options are listed below:

i. H(e)NBs are configured with the L-GW@CN address via the H(e)NB Management System (H(e)MS), as specified in TS33.320.  The implication of this approach is that the H(e)MS needs to obtain the L-GW@CN information from the SeGW. Therefore, in case the L-GW changes its address, e.g. restart, the H(e)MS needs to reconfigure the H(e)NBs accordingly. 

ii. H(e)NBs obtain the L-GW@CN from SeGW via the IKEv2 procedure. This can be achieved by using either INFORMATIONAL Exchange as defined in RFC5996. To use the INFORMATIONAL Exchange, some new CP attributes need to be defined for carrying the L-GW@CN. Alternatively, the Notify payload can be used to carry the L-GW@CN to the H(e)NB. The requirement of this approach is that the SeGW the H(e)NB connected to must have the L-GW@CN information. This may not be possible with different SeGWs serving the L-GW and H(e)NBs. 

iii. Use a DNS server in the CN. In this option, the L-GW or the SeGW will have the L-GW@CN registered in a DNS Server in the core network. After connected to the SeGW, the H(e)NB can query the DNS server with the CSG ID and possibly its ECGI to obtain the corresponding L-GW@CN. Note that the DNS Server is configured by the SeGW, and therefore, it can be a DNS Server only serving the H(e)NBs.

iv. The H(e)NB obtains the L-GW@CN address from local network.  In this case, the H(e)NB obtains the L-GW configures from the local network, e.g. via the local network DNS or deployment configuration. However, since the L-GW@CN is allocated by the operators’ network, revealing such information to the local network may not be acceptable. 

The drawback of this option (applicable to all the sub-options) is the lack of the support for multiple L-GWs. In case there are multiple L-GWs in the local network, selection of the L-GW may be based on different factors, e.g. H(e)NBs the UE attached to, the APN requested by the UE, the load of the L-GWs, etc. Therefore, certain decisions can only be made by the core network entities. One possible method is for the H(e)NBs to send all the possible L-GWs’ information (e.g. address and APN supported) to the SGSN/MME, and the SGSN/MME can select the proper L-GW based on such information.  However, this would require some change to the information elements of the Iu/S1 interface. 

b) Instead of the sending the L-GW@CN, the H(e)NB only indicates the Home Network domain ID or the CSG ID in the message towards SGSN/MME. The SGSN/MME would then use that information to query a DNS Server in the core network to obtain the L-GW@CN address.

The implication of this approach would require the L-GW or the SeGW to register the L-GW@CN to the DNS Server in the core network. This can be either done by running a DNS Update from the L-GW or SeGW after the allocation of the address to L-GW. 

Alternatively, if the SeGW uses some backend server for address management, the address registration can be done as part of the L-GW IPSec tunnel establishment process. For example, the SeGW may obtain the L-GW@CN using DHCP from a core network server, which can also serve as the DNS Server to the SGSN/MME. 

The advantage of this option is that the SGSN/MME can include additional criteria in selecting the L-GW for the UE, e.g. based on the APN requested, the load condition, etc. 

However, this option would create some conflict with the Rel-10 collocated L-GW solutions. Of the existing procedure for L-GW selection, when there is no L-GW address provided by the H(e)NB, the MME would either reject the LIPA PDN connection request (for “LIPA-Only” APN), or setup a non-LIPA PDN connection (for “LIPA-conditional” APN). A possible remedy is to program the H(e)NB always send a preset address, e.g. 0.0.0.0, to the SGSN/MME, which would trigger a DNS query. 

5.2.x.3 Signal of L-GW local address and TEID to H(e)NB

In the collocated L-GW case, in the E-RAB establishment process (or RAB Assignment Request message), a correlation ID is sent from the MME/SGSN to the H(e)NB. Release 10 specifications defined the Correlation ID as the TEID or the GRE keys of the L-GW. In order to support the standalone L-GW, address should be also included in the Correlation ID. 

It should be noted that the L-GW@LN should be included in the Correlation ID in order for the H(e)NB to establish the direct data path towards the L-GW. 

a) To achieve this, the L-GW could provide the L-GW@LN in the Create Session Response message as the u-plane PGW address. In this case, the SGW would not be able to establish the S5 u-plane towards L-GW for uplink traffic. If the SGW is attempts to setup the S5, it may result in errors. Therefore, certain error handling needs to be defined for SGW.  This approach would also render the remote access not possible.

b) Alternatively, the address included in the Correlation ID can be the L-GW@CN. In this case, the H(e)NB will signal towards the L-GW via the SeGW for setting up the direct data path, i.e. the control plane of the Sxx interface goes via the SeGW. During the direct data path setup signalling, local address of the L-GW can be passed to the H(e)NB. 

Among above options, the second one requires a definition of new control interface between the H(e)NB and L-GW, but the changes are confined to the Rel-11 entities and does not have impacts to the core network. 

5.2.x.4 Signal of H(e)NB local address and TEID to H(e)NB

In normal operation, the H(e)NB allocates the TEID and sends it to the MME in the Bearer Setup Response message. In the standalone L-GW case, this TEID and the H(e)NB@LN has to be signalled to the L-GW such that the downlink direction of the direct data path can be setup accordingly.

Two possible approaches can be used for signalling the address and TEID:

a) Modify the S5 interface control plane to deliver the H(e)NB@LN and TEID from the SGW to the L-GW. Alternatively, the MME can piggyback the information on to the PCO, such that SGW would not need to be modified. 

b) A new control plane interface between H(e)NB and L-GW can be used to signal the H(e)NB address and TEID to the L-GW. Any tunnel management mechanism can be reused for this interface, e.g. the GTP or IKEv2 with extensions. 

For the above option b), it can be integrated with the option b) of section 5.2.x.3, and both of them do not have any impact to the core network entities. 
5.2.x.5 Evaluations

3GPP

SA WG2 TD


