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Abstract of the contribution: This document discusses the applicability of reaction time in the LDF solution.

1. Information
In the SLC meeting, there is LS from SA5 that requires SA2 clarifying the Load Balancing scenario and reaction time for LDF based load balancing. Although there is no agreement on the reaction time, the Load Balancing scenarios are addressed in SLC.

In this paper, it discusses the applicability of reaction time in the LDF based load balancing.
2. Discussion

In theory, the load can be properly allocated within the network with the LDF based load balancing. The pre-condition is the LDF can accurately know the load information of Network entity (NE) in advance. The more accurate the better performance can be achieved.
If the report from Network entity (NE), e.g. CSCF, to LDF is more frequently, the load balancing is done better. But the impact on the network entity is higher. On the contrary, the report is lesser, the impact on the network entity is lower. But the load balancing level is declined. So, how often is to report the load information, i.e. reaction time is the key for LDF solution. It is the compromise between NE performance impact and load balancing achievement.
To reduce the impact on the NE, the reaction time should be long enough during this period the load of NE does not change significantly so that the LDF based load balancing can work well with this reaction time. In the following, the various scenarios will be discussed if short reaction time is required.
1.  Normal case (registration, session establishment). User behaviour follows normal action. In this case, the LDF has collected the load of NEs and set the proper weight in the DNS. It assumes that the DNS executes the domain name resolution according the weight. The load can be dispatched fairly between NEs. Because user behaviour follows normal case, there is no NE which load will increase significantly. So in this case, big deviation in load among the NEs will require a quite long time. So the report from NE and update to DNS is not frequent. It means the reaction time is not short.
2.  A new NE joins the network. Because the load of this NE is near zero that is far lower than other NE, the all new load may be guided to this new NE. This may lead this NE overload quickly.
For handle this case, the 1st solution is: the reaction time is long enough even all the new load are allocated to this NE, it does not overload. This solution has a great limitation. The new load during the reaction time can not exceed the capacity of the new NE. This may let the reaction time short.
But a graceful solution may be applied, to the joined NE, the LDF does not regard the NE as a zero load NE. The LDF can assume the load of this NE as proper level that is not far away from other NE and set the weight in DNS accordingly. So the new load is not always lead to this NE. The load of this NE can increase gradually. Example, the load of most of NEs is near 80% when a new NE joins the network. The LDF can assume that the load of new NE is 50% and set the weight in DNS accordingly. So the new NE will not overload during the reaction time.
In the case, with 2nd method, the reaction time does not require to be short.
3.  A NE is removed. The user in the removed NE shall be redirect to other NEs in the pool. Example, when an P-CSCF is down, all the UE register in this P-CSCF will be inform to perform an new IMS registration. So the user in this P-CSCF will register in other P-CSCFs in the pool. In the case, the case 1 can be applied. So the load of other NEs will increase equally. It also means the reaction time is not short.
4.  Local event leads to unbalance. In the last meeting, it refers to “automatically or in a manual way balance the load between different regions or entity pools”. 

In such case, the operator automatically or in a manual way adjusts the weight of NEs in the DNS. So it has nothing to do with reaction time in this case.
According to all the above discussion, setting proper reaction time is feasible for LDF solution. Here, it suggests the reaction time can be from 1 to 15 minutes. It depends on the operator’s policy and vendor’s implementation.
3. Conclusion

Setting proper reaction time is feasible for LDF based load balancing. It proposes to draw a conclusion in the TR.

If this is accepted, a relevant LS should be sent to SA5 for further study on how long reaction time will be.
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Conclusion

· Editor’s Note: This section will draw a conclusion on the potential alternative solutions after assessment.
It is recommended that no further work should be done within 3GPP as part of the IMS Evolution Study Item on the following aspects: 

-        Investigating architectural improvements to reduce the complexity of signalling procedures by reducing the signalling hops, or the number of options and combinations (by looking at different groupings of combining existing entities);

-        Investigating possibilities for reducing configuration workload to save OPEX.
8.1
Load Balancing

It is recognized that the LDF architecture described in subclause 6.1.1.1.3 is able to serve as   a generic Load Balancing mechanism. 
It is recognizedthat the procedure described in subclause 6.1.1.2.2 is able to be used for P-CSCF Load Balancing during initial registration. 

It is recognized that the procedure described in subclause 6.1.1.3.2 is able to be used for S-CSCF Load Balancing during initial registration. 

Normative work should allow for the use of existing protocols and existing 3GPP management interfaces as much as possible. 
It is recommended that SA5 should further look at the alternative 2 of LDF based load balancing architecture developed by SA2.

Setting proper reaction time for LDF based load balancing solution is feasible. It is up to SA5 to decide how long the reaction time should be.
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