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4
Scenarios and problem analysis for core network overload

4.1      General

The following clauses describe and analyse scenarios which may cause overload of  core network entities due to high signalling load caused by, e.g.

1) Flood of registrations caused by special mobility events

· Mass of mobile users attempting simultaneously to perform registration procedures such as Attach or location updating. Examples are scenarios where a train or bus is crossing LAI/RAI boarders, or a big plane arrives at an airport.

NOTE:  These scenarios and potential solutions may be similar to those that were addressed by the former “Registration in Densely-Populated Area (RED)” work item which are documented in TR 23.880..

2. Frequent RAT-reselection due to scattered 3G/4G coverage

· Frequent loss of broadband coverage may potentially cause extremely frequent intersystem change activities by e.g. smart phones. 

3. Flood of registrations after O&M operations

· Restart of RAN nodes (i.e. RNC and BSC) may cause a massive number of registration attempts,  depending on the behaviour of the base stations controlled by the restarted RAN nodes. This is discussed in more detail in sub-clause 4.2

· Restart or failure of CN nodes which handle  mobility management (MSC server/VLR, SGSN, MME) 

NOTE:  A related study item dealing with CN node failures in EPC is performed by CT4. The work is  documented in TR 23.857.
4. Flood of mobile terminated events
· A massive number of mobile terminated events simultaneously for specific users belonging to specific HLR/HSS (e.g. sending SMS to say Happy New Year in China Spring Festival) may cause excessive signalling load within the PLMN.
· A massive number of mobile terminated events simultaneously causing signalling towards the same SGSN/MME where a large number of receiving users are located (e.g. content pushed to every member of push type services) may cause excessive signalling load within the PLMN.
4.2        Scenario 1: Overlaid RATs and failure of RAN node

NOTE: While the following description focuses on GSM and UMTS, it may also be applicable to other combinations of RATs.

Many geographic areas are now covered by more than one radio technology (e.g. GSM and UMTS) and many of the customers in those areas have devices that support both GSM and UMTS.  

Typically the GSM/UMTS cells are configured with (release 99) neighbour cell/cell reselection information that ‘push’ GSM/UMTS devices to UMTS whenever there is [reasonable] UMTS coverage.  In Release 8, the adoption of “absolute priorities” for RAT re-selection, seems to mean that the GSM/UMTS/LTE device will change to the highest priority RAT whenever it has even minimal quality coverage of that RAT.

It seems that when some RNCs restart, they issue commands to the NodeBs that cause the NodeBs to themselves restart and/or to do ‘something’ to their control channels (e.g. perhaps to set the cell as “barred”, or, to stop transmitting any power on the pilot channel ?) . In turn, it appears that this disruption of the control channels cause the mobiles to perform cell reselection. If all the NodeBs are in a similar, restarting, situation then the mobiles move to GSM.

Typically the GSM cells are in a different Routing Area and frequently a different Location Area to the 3G cells. Hence the mobile performs an LA and RA update. While camped on the GSM cells, the received neighbour cell information and cell reselection parameters encourage the mobiles to keep looking for UMTS cells. So, within seconds of the UMTS cells completing their restarts, the mobiles return to UMTS and perform another RA and LA update.

This can be the cause of a huge surge in Mobility Management signalling that can damage MSCs/SGSNs and/or HLRs.

Note that currently the behaviour of GSM BSCs upon restart may be less of an issue. This is because, IF their BCCHs are switched off upon BSC restart, the 2G-only devices have no other RAT to select to, and, any GSM/UMTS/LTE devices will probably be already camped on UMTS/LTE if there is any coverage. 

4.3      Scenario 2
4. x    Scenario y: CN overload due to flood of mobile terminated events
When a massive number of users attempts to initiate mobile terminating services simultaneously for specific users belonging to specific HLR/HSS, it causes an excessive signalling load within the network, e.g. to query for the routing information for next hop from the specific HLR/HSS. Similarly some automatic information services or advertisements by SMS or IP based calling servers/services could cause excessive load. In such cases, the HLR/HSS gets possibly overloaded due to massive number of queries.

For a typical mobile terminated service (e.g. SMS), a high level sequence is as follows:

1) Service request arrives at PLMN’s gateway server [SMSC, G-MSC, IMS IP-SM-GW]. Server starts to process the request;

2) Gateway server queries HSS/HLR for profile/ routing information.
3) Gateway server performs any required processing and forwards the service to the serving network entity.
Step 2 in the sequence above can contribute to high load at the HLR/HSS when a massive number of requests for profile/ routing information have to be processed in a short period of time. 

Push like services and applications generate mobile terminated datas triggering signaling requests in the core network. Routing the IP packet data that is destined to mobile terminals may trigger SGSN or MME to initiate Paging followed by Service Request procedures. When a massive number of such mobile terminated signaling requests need to be handled by the same SGSN/MME in a short period of time, it may overload network nodes that handle these requests. 
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