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Abstract of the contribution:

TR 23.888 describes already some scenarios for MTC servers communicating with UEs in private address space. There are however some open or other issues. This contribution updates and clarifies that already described solutions.
Proposed changes:
6.29
Solution – IP address assignment mechanisms


6.29.1
Problem Solved / Gains Provided

See clause 5.3. "Key Issue – IPv4 addressing".

The stage 1 requirement that an MTC Server in a public address space can successfully send a mobile terminated message to the MTC Device inside a private IPv4 address space is addressed by this solution by connecting the MTC server with the PLMN via public networks using off-the-shelf tunnelling mechanisms or products for tunnelling the private addresses of the MTC devices between entities in public address space.
6.29.2
General approach based on existing standards
This solution shows how the key issue IPv4 addressing can be addressed based on the mechanisms in the existing standards. Minor further optimization might be required. The alternatives outlined should be seen as examples and additional alternatives or variants may exist. An operator can choose to deploy one of the configurations for all its customers or deploy different configurations for different customers.

The MTC server is either deployed by the PLMN operator or by an application provider who owns an MTC Server and uses a specific APN assigned by the PLMN. In both cases a tunnelling mechanism is used between the GGSN/P-GW and the PDN of the MTC server to allow carrying the IP packets enabling assignment of private IP addresses to the MTC Devices. The tunnelling allows for connecting the PLMN with the MTC server(s) using public IP networks. Furthermore that tunnelling allows for setting up private network with multiple GGSNs/P-GWs and multiple MTC servers where every GGSN, P-GW or MTC server can be deployed at a different location. By using a separate APN per application (provider) the MTC servers from different applications can use the same overlapping private IP addresses as needed without the need for the network to implement a NAT function as the MTC devices and MTC servers belonging to one application share the same private IP address space.

Such a segregation of the traffic also reduces the motivation for subscribers to try to use this subscription for other purposes (e.g. free Internet service) since they cannot reach the public Internet. It also helps to simplify other operational issues, such as monitoring that all the MTC devices obey potential access restrictions like being active only during the network’s low traffic periods. Traffic within this private intranet at other times would indicate the devices or applications are not working properly.

A PGW/GGSN can serve one or multiple APNs. A GGSN/PGW can be configured to use an AAA server for address allocation, and protocol configuration options notification. When serving multiple APNs the PGW/GGSN may be configured with an AAA server per APN. The use of the AAA server and the communication and security feature needed to dialogue with this / those AAA server(s) e.g. tunnel, IPSec security association are specified in  TS 29.061 [4].

The following figure shows just one MTC server per PDN/APN. There may be however multiple MTC Servers in the same PDN/APN.
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Figure 6.29.2-1: IP address assignment when the MTC Server is owned by the MNO or by a M2M Application Provider using a specific dedicated APN

In clause 6.29.5, the MTC Server is located on Internet (i.e. using an APN providing Internet connectivity) and hence no tunnelling is required between the GGSN/PGW and the MTC Server. This solution in clause 6.29.5 also assumes no NAT is used and is hence optimized for usage of IPv6 addresses or public IPv4 addresses.


6.29.3
IP address assignment by the PDN of the MTC server

A RADIUS or DIAMETER client at the GGSN/P-GW can obtain an IP address from the MTC server (providing an AAA server) upon receiving a PDP context/PDN connection request with the APN corresponding to the MTC server and assign that address to the MTC Device. The GGSN/P-GW indicates an MTC device provided PDN specific ID, an MSISDN or an IMSI to the MTC server when obtaining an IP address. Thereby the MTC server knows the IP address for an MTC device. 
The application in the MTC Device may provide a PDN specific id potentially together with a related password in e.g., the PCO IE at PDP Context /PDN Connection establishment. Alternatively a PDN specific ID may be provided by the SGSN/MME at PDP Context /PDN Connection establishment. The PDN specific ID or the MSISDN or the IMSI are used to identify the MTC device. The ID is conveyed to the MTC Server when an IP address is requested via a RADIUS or DIAMETER interface from the MTC Server. The IP address assigned can be a private or public IP address. Overlapping IP address ranges can be handled by using different APNs.
A separate AAA server can be used to enable multiple MTC servers to forward MT data to an MTC device. The GGSN/P-GW obtains IP addresses from the AAA server and the AAA server updates the DNS entries of the DNS server functionality administered by the PDN with the assigned IP address. The MTC servers or other entities of the MTC User query the DNS server for the IP addresses of the MTC devices.
NAT functionality (along with related ALG) can be implemented by the MTC Server or on a separate entity if needed by the MTC business logic.

6.29.4
IP address assignment by the GGSN/P-GW

This is an alternative for the address allocation described in 6.29.3. In difference to the IP address allocation by an AAA server from the MTC specific PDN here the IP address is assigned by the GGSN/P-GW from a specific private or public address pool that is used for this particular APN. In the case when the address is a private, traffic will be tunnelled to the MTC Server(s).

The rest of the approach is the same as for 6.29.3. The application in the MTC Device may provide its PDN specific device id in e.g., the PCO IE at PDP Context /PDN Connection establishment. Alternatively a PDN specific ID may be provided by the SGSN/MME at PDP Context /PDN Connection establishment. The PDN specific ID, or IMSI or MSIDN are used as identity for the MTC device. Although the IP address is assigned locally, there can be RADIUS or DIAMETER signalling providing the AAA server with the IP address and the identity, which  triggers the AAA server to update the DNS entry of the DNS server functionality administered by the PDN with a domain name including the identity and the IP address. The same mechanism needs to be used to update the MTC Device DNS entry once the IP address is released by the GGSN/P-GW.
An alternate to the use of DNS is that the MTC Server receives AAA accounting messages from the GGSN/P-GW. The AAA accounting messages provide the MTC Server with the IP address assigned to the UE. From that the MTC server can also deduce the presence of the device (at accounting start) as well as when it is no longer available (e.g. accounting stop). This may for example be used by the MTC Server to decide when device triggering is required or not.

6.29.5
MTC Server located on Internet and public IP addresses for MTC devices
For this scenario a dedicated APN with public IP addresses is used for the MTC Server. A general APN for Internet access might not be used as the AAA server needs to provide a special interface towards MTC servers and also because updating an AAA server by a GGSN/P-GW is not necessarily required for every Internet APN. The IP address allocation is done by either the GGSN/PGW or by an AAA server within the PLMN domain. When the MTC device application registers its ID (PDN specific ID, IMSI, MSISDN) at the MTC server the MTC server can use an SMTC interface  to verify with the AAA server whether the MTC device with the specific ID got the IP address allocated..

The basic idea of the proposal is that it is left for the application layer in the MTC Device and the MTC Server to do the necessary registration of the MTC device and make an MTC device ID and its IP address known in the MTC Server. The 3GPP system provides the communication connection and a means to verify that the IP address is assigned to a specific ID (IMSI, MSISDN, PDN specific ID). A notification of bearer releases can optionally be provided to the MTC Server, e.g. for cases when the MTC Device cannot deregister because of lost coverage. Existing protocols and nodes are used in the 3GPP system and enhanced for this scenario here. This scenario assumes public IPv4 addresses or IPv6 addresses.

Editor's Note: In case MTC Monitoring is part of Rel-10, the optional notification of bearer releases mentioned above may be replaced by corresponding MTC Monitoring features.
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Figure 6.29.5-1: MTC Device doing registration at the MTC Server, authenticating the IP address, and subscribing to bearer releases from the network

The flow of events in the figure above:

1.
The device establishes its communication connection by attaching to the network and creating a PDP Context or PDN Connection.

2.
The SGi/Gi/RADIUS protocol as specified in TS 29.061 [4] clause 16 is used to provide the IP address of the device to a AAA server. The AAA server stores the IP address as long as the bearer is active together with an ID (IMSI, MSISDN, PDN specific ID provided by MTC device in PCO). Optionally the PGW/GGSN may let the AAA do the IP address allocation. If a PDN specific ID is used the AAA server needs to be configured with a PDN specific ID for each MSISDN or IMSI. If a PDN specific ID is used the AAA server needs to verify that the UE provided ID matches the GGSN/P-GW provided IMSI or MSISDN. However the effort of configuring the UE might be avoided and the configuration of the AAA server, which is needed for verifying a UE provided ID, can directly be used to map the PLMN internal IMSI to an ID that can be used by the MTC application.

The AAA Server is deployed in the PLMN.


3.
The application in the MTC Device registers at the MTC Server. At a minimum the PDN specific ID or the IMSI or the MSISDN and the IP address of the device is provided.. 
Editor's Note: It is FFS how to handle communication scenarios with multiple MTC Servers belonging to the same application/APN/PDN.

4.
The MTC Server checks at the AAA Server the relationship between the IP address and the MTC Device provided ID thus checking the validity of the MTC Device provided id. This checking is the same mechanism as the GIBA mechanism that is already specified in TS 33.203 [4]. Only the PDN specific ID allocation needs to be managed in a different way.
NOTE:
Similar restrictions and limitations apply as with GIBA, e.g. the IP address spoofing needs to be prevented.


5.
A notification may optionally be sent to the MTC Server at a later stage when the PDP Context/PDN Connection is released and the IP address of the Device becomes invalid.

6.29.6
Impacts on existing nodes or functionality

This solution has a low impact on the existing mobile system as:

-
RADIUS client is already part of the GGSN/P-GW as per TS 29.061 [4];

-
Need to add a mechanism to dynamically update the DNS function in the MTC Server or on a separate DNS server. The existing RADIUS client in the GGSN (accounting message) may be used; in that case, the AAA server may need new functionality if not located on the MTC server.

An MTC device that needs to support simultaneous access to different MTC Servers associated with different APNs establishes multiple PDN connections and support multiple IP addresses.

6.29.7
Evaluation

Benefits:

-
Avoids the need for NAT in the operator network as overlapping private IP addresses can be used among different MTC Servers on different APNs;

-
Minimum or no impact on the existing standard.

Drawbacks:

-
requires tunnelling mechanism to be used between the GGSN/P-GW and the PDN of the MTC Server to enable assignment of private IP addresses to the MTC Devices;

-
if the MTC device needs to have simultaneous access to MTC Servers associated with different APNs, the solutions described in 6.29.3 and 6.29.4 require that the MTC device support multiple PDN connections (i.e. multiple IP addresses);

-
the solutions described in 6.29.3 and 6.29.4 may not be suitable for local breakout scenarios (FFS)

-
the solution in 6.9.5 works with IPv6 and public IPv4 addresses only.
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