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1. Introduction
TR 23.812 uses the terminology “OMC (OAM)” although the correct terminology is EMS/NMS (Element Management System / Network Management System).

In 23.812, the Lm interface is used to monitor the load of IMS entities.

In alternative 2 of the LDF architecture, as defined in §6.1.1.1.3 of 23.812, the Lm interface goes through the EMS/NMS.

The NMS collects performance measurements from network nodes periodically. It is believed that for most NMS implementations, the lower bound of this periodicity is 15 min.
The reaction time of the IMS load balancing mechanism must allow an effective load-balancing.
The remainder of this document presents the operational requirements that apply to the IMS load balancing mechanism.

2. Discussion
The LDF architecture must be able to deal efficiently with the following cases:

1. Massive restart of UEs served by a pool of load-balanced P-CSCF nodes

2. Massive restart of UEs served by a pool of load-balanced S-CSCF nodes

Such massive restart of a large number of UEs may for example happen:

-
when an IMS node serving these UEs goes down,
-
when an access network or power outage occurs in a given regional area,
-
following the distribution of an OS patch causing the UEs to reboot.
In the above cases, the rapidity and the intensity of the load fluctuation depends on:
a) the UE restart algorithm
NB: The following is mandated in TS 24.229 § 5.1.1.2.1, in Rel-9 onwards, but we cannot assume that all deployed UEs comply to this algorithm: “After a maximum of 2 consecutive unsuccessful initial registration attempts, the UE shall implement the mechanism defined in subclause 4.5 of RFC 5626 [92] for new registration attemps. The UE shall use the values of the parameters max-time and base-time, of the algorithm defined in subclause 4.5 of RFC 5626 [92]. If no values of the parameters max-time and base-time have been provided to the UE by the network, the default values defined in in subclause 4.5 of RFC 5626 [92] shall be used.”

b) the choice the operator has made to configure the restart timers
c) aspects of the DNS behaviour not currently specified.

In typical IMS deployments it is expected that the periodicity between initial registration attempts will be less or equal to the re-registration periodicity. A re-registration periodicity of 1 hour is expected to be a widespread order of magnitude in current IMS deployments.
When the information received by the LDF on the Lm interface indicates that the loads of the P-CSCF or S-CSCF nodes in pool are nearly equal, which is for instance the case when the P-CSCF or S-CSCF pool receives no traffic for some time following a network failure or a power failure affecting the served UEs, there is currently no guarantee that the initial registration traffic following the end of the failure will not be directed to a single P-CSCF or S-CSCF node within the pool until the next load information is received by the LDF. This is for instance the case when the DNS Server or the UEs resolve the P-CSCF pool FQDN into a single IP address (assuming the loads of the P-CSCF in pool are nearly equal).
Thus, the load monitoring periodicity needs to be shorter than the initial registration attempt periodicity divided by the number of P-CSCF nodes or S-CSCF in the considered pool.
The following figure represent the behaviour at the limit, taking as an example the case of 4 nodes in a pool load-balanced by the LDF after a massive restart, with an initial registration periodicity of 1 hour and a monitoring periodicity of 15 minutes (assuming the case where the DNS Server of the UE resolves the P-CSCF pool FQDN into a single IP address among the set of less-loaded nodes).
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3. Conclusion
This paper shows that the reaction time of the IMS load balancing mechanism must not be constrained by the current NMS performance measurement periodicity.

It is proposed to copy the above discussion into clause 5.2 of the TR.

Proposed changes to TR 23.812

5
Applicability of Overload Control and Load Balancing

Editor’s Note: This clause aims to determine the parts of IMS architecture and the operational use cases for which Overload Control and Load Balancing mechanisms are needed.
…

5.2
Load Balancing

5.2.1
P-CSCF Load Balancing
The P-CSCF Load Balancing happens during registration process. 

P-CSCF Load Balancing can be executed either with a mapping from domain name to IP address, or with reconfiguration at IP-CAN or UE. 

Impact on UE should be minimized.
5.2.2
S-CSCF Load Balancing

The S-CSCF Load Balancing happens during registration/re-registration process. 

S-CSCF Load Balancing can be executed either with a mapping from domain name to IP address or with reconfiguration at I-CSCF (or maybe at HSS).
5.2.3
Applicability of P/S-CSCF Load Balancing to massive restart of UEs

The LDF architecture must be able to deal efficiently with the following cases:

1. 1)
Massive restart of UEs served by a pool of load-balanced P-CSCF nodes

2. 2)
Massive restart of UEs served by a pool of load-balanced S-CSCF nodes

Such massive restart of a large number of UEs may for example happen:

-
when an IMS node serving these UEs goes down,

-
when an access network or power outage occurs in a given regional area,

-
following the distribution of an OS patch causing the UEs to reboot.

In the above cases, the rapidity and the intensity of the load fluctuation depends on:

a) the UE restart algorithm;
NOTE: The following is mandated in TS 24.229 § 5.1.1.2.1, in Rel-9 onwards, but we cannot assume that all deployed UEs comply to this algorithm: “After a maximum of 2 consecutive unsuccessful initial registration attempts, the UE shall implement the mechanism defined in subclause 4.5 of RFC 5626 [92] for new registration attemps. The UE shall use the values of the parameters max-time and base-time, of the algorithm defined in subclause 4.5 of RFC 5626 [92]. If no values of the parameters max-time and base-time have been provided to the UE by the network, the default values defined in in subclause 4.5 of RFC 5626 [92] shall be used.”

b) the choice the operator has made to configure the restart timers;
c) aspects of the DNS behaviour not currently specified.

In typical IMS deployments it is expected that the periodicity between initial registration attempts will be less or equal to the re-registration periodicity. A re-registration periodicity of 1 hour is expected to be a widespread order of magnitude in current IMS deployments.

When the information received by the LDF on the Lm interface indicates that the loads of the P-CSCF or S-CSCF nodes in pool are nearly equal, which is for instance the case when the P-CSCF or S-CSCF pool receives no traffic for some time following a network failure or a power failure affecting the served UEs, there is currently no guarantee that the initial registration traffic following the end of the failure will not be directed to a single P-CSCF or S-CSCF node within the pool until the next load information is received by the LDF. This is for instance the case when the DNS Server or the UEs resolve the P-CSCF pool FQDN into a single IP address (assuming the loads of the P-CSCF in pool are nearly equal).

Thus, the load monitoring periodicity needs to be shorter than the initial registration attempt periodicity divided by the number of P-CSCF nodes or S-CSCF in the considered pool.

The following figure represent the behaviour at the limit, taking as an example the case of 4 nodes in a pool load-balanced by the LDF after a massive restart, with an initial registration periodicity of 1 hour and a monitoring periodicity of 15 minutes (assuming the case where the DNS Server of the UE resolves the P-CSCF pool FQDN into a single IP address among the set of less-loaded nodes).
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