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Abstract of the contribution: This paper analyses the MTU size problem and proposes to use dynamic link MTU discovery as a primary tool to set the link MTU in UEs.
Introduction

In CT4 it has been discovered that large packets sent by the UEs might result in fragmentation in the transport network that significantly decreases the efficiency of the transport network. More specifically the real payload available for user packets sent over GTP based interfaces is lower than the MTU of the Ethernet links due the overhead of IP, GTP, UDP, and IPSec if the packets in the backhaul network are sent via Ethernet modules that do not support jumbo frames. (See details in C4-102042).

CT4 has sent a LS in C4-102304 proposing to select an MTU value between 1280 to a value up to 1394 octets. During the discussion of the LS a couple of issues have been found in CT1 and SA2, and no solution has been agreed. This paper discusses these issues and proposes a way forward.

Discussion

2.1 Packet size considerations

When a packet is transferred over an X2 interface using IPv6 with AES the overhead is the following:

IPv6/ESP header/IPv6/UDP/GTP header/GTP payload/ESP trailer/ESP AUTH
IPv6 header:



40 octets

ESP header + ESP Initialization vector for AES 
10+16 octets

IPv6 header:



40 octets

UDP header:



8 octets

GTP header (for X2):


16 octets

Padding for AES


0-15 octets

ESP AUTH with AES: 


12 octets

This results an overhead between 142 and 155 octets depending on the padding, which means that the MTU should be less than 1358 (1500-142) octets. As the padding in this example would be 12 octets an MTU size of 1344 (1500-(142+12)) octet is needed. The above example is not a worst case scenario, but in typical network deployments this is one of the worst cases that can occur. Therefore an MTU size of 1344 octets would minimize the chances of the packet fragmentation in the transport network.

The MTU size can be further decreased to 1280 octets, which is the minimum MTU size in case of IPv6. On the other hand it should be also considered that the UE may also apply some tunnelling (e.g., DSMIPv6 or VPN) and it is desired to use an MTU size that assures at least 1280 octets within the UE tunnel to avoid the fragmentation of the user packets within the tunnel applied in the UE. 
Conclusion: In a typical network an MTU size less than 1344 octets is small enough to avoid fragmentation in the transport network. However keeping the MTU size too small causes fragmentation if the UE uses some tunnelling, thus an unnecessary small MTU size might cause unnecessary overhead.

2.2 Efficiency

From efficiency point of the MTU size of 1280 octets, 1344 octets and 1500 octets are investigated. The example presented in this section is a case of transferring a file of 1000000 bytes with TCP/IPv6, which causes an overhead of 40+24 octets.

In case of an MTU size of 1500 octets the transferred amount of user packets and user octets including TCP and Ipv6 overhead will be the following:

· Number of user packets: 
697 packets as 1000000/(1500-40-24)=696.4

· Number of user bytes: 
1044608 octets as 



696*1500+(1000000-696*(1500-40-24)+40+24) = 1044608

In case of an MTU size of 1344 octets the transferred amount of user packets and user octets including TCP and Ipv6 overhead will be the following:

· Number of user packets: 
782 packets as 1000000/(1344-40-24)=781.25
· Number of user bytes: 
10500048 octets as 



781*1344+(1000000-781*(1344-40-24)+40+24) = 1050048
In case of an MTU size of 1280 octets the transferred amount of user packets and user octets including TCP and Ipv6 overhead will be the following:

· Number of user packets: 
823 packets as 1000000/(1280-40-24)=822.4

· Number of user bytes: 
1052672 octets as 



822*1280+(1000000-822*(1280-40-24)+40+24) = 1052672

This means that in the number of transferred octets the increase is low if the MTU size is decreased from 1500 octets; e.g. 0.77% with an MTU size of 1280. It is easy to create other examples and calculations, but generally the result will be similar: the smaller MTU size will not cause a significant increase in the amount of user traffic in term of octets.

Conclusion: As a smaller MTU size will not cause significant increase in the amount of user data, but keeping the MTU as large as possible is desired to minimize the number of packets.
2.3 Backward compatibility

The current specification on the maximum packet size in Section 9.3 of 23.060 says the following:

“The PDP PDUs shall be routed and transferred between the MS and the GGSN as N PDUs. In case of PDP type PPP, the maximum size of each N PDU shall be 1 502 octets. In other cases, the maximum size of each N PDU shall be 1 500 octets. When the MS or the GGSN receives a PDP PDU that results in an N PDU that is not larger than the maximum N PDU size, the PDP PDU shall be routed and transferred as one N PDU. When the MS or the GGSN receives a PDP PDU that results in an N PDU that is larger than the maximum N PDU size, the PDP PDU shall be segmented, discarded or rejected, depending on the PDP type and the implementation. The packet data protocol in the MS may limit the maximum size of the PDP PDUs that are routed and transferred, e.g., due to MS memory limitations.”

In 23.060 the term N-PDU is not defined, however the definition of 21.905 about Network Protocol Data Unit can be applied here: 

“Packet: An information unit identified by a label at layer 3 of the OSI reference model (source: ITU-T I.113). A network protocol data unit (NPDU).”
Therefore our understanding of the above cited N-PDU limitation of 23.060 is that the user packet and overhead added by the network above the IP transport layer shall not be larger than the defined numbers to avoid fragmentation between the UE and the GGSN. The sentence about handling of larger packets (“When the MS or the GGSN receives a PDP PDU that results in an N PDU that is larger than the maximum N PDU size, the PDP PDU shall be segmented, discarded or rejected, depending on the PDP type and the implementation.”) confirms this understanding as it separates PDP PDUs (user IP packets) and N PDUs, i.e., the limit of 1500/1502 octets is not about the size of the user IP packet (PDP PDU).

A real problem for UEs that does not follow the MTU recommendation will only happen if the network is not able to transfer packets that are larger than the link MTU size and the path MTU discovery mechanism is not working in the UE. A recommendation on the default MTU size does not mean that network capability of transferring larger packets is disabled, but in some cases the transport of larger packets will not be efficient due to fragmentation in the transport network. As more and more UEs will start following the new MTU size recommendation, the network will benefit from the smaller MTU as the fragmentation within the transport network, which causes a high inefficiency, will become less and less frequent.

Another possible issue is that the maximum SDU size as specified in 10.5.6.5 of 3GPP TS 24.008 could be aligned with the MTU size. As nothing prevents operators to configure the maximum SDU size that is aligned with new MTU size recommendation, this will not cause any major performance issue. Moreover there is a note in clause 6.4.3.1 of 23.107 that clarifies that the MTU and the Maximum SDU size can be different:
“NOTE:
The Maximum Transfer Unit (MTU) of the IP layer and the Maximum SDU Size have no relationship; in particular the GGSN should not perform IP fragmentation based on the Maximum SDU Size.”
Conclusion: Even if the current 23.060 specification on packet size limitation is ambiguous, it seems that the original intention was to avoid fragmentation in the IP transport network, and the numbers are not about the user IP packet sizes. Therefore even based on current specification UEs shall not use an MTU size of 1500/1502 octets. A new clear MTU recommendation will not cause any backward compatibility issue, as it does not change the network capability of transferring larger packets. 

2.4 SIP issues

CT1 has discovered a problem of MTU size as in case of SIP application an MTU of size of 1500 octets is considered. The recommendation of the SIP RFC can already cause fragmentation in legacy systems as this recommendation does not consider the IPSec overhead used in IMS. Therefore fragmentation of SIP signalling using UDP can happen in legacy networks, i.e., the support of the fragmentation of the SIP signalling messages should not be an issue for legacy terminals.

It is true that fragmentation will cause a significant overhead. As the amount of SIP signalling is just a small part of the user traffic, the fragmentation of some of the SIP signalling messages does not cause a significant overhead in the user traffic.

Conclusion: The recommendation in the SIP RFC can really cause IP layer fragmentation, but this is not a new issue, and overhead increase due to the fragmentation of SIP signalling is not significant from user traffic point of view.

Proposal

In the above discussion it is presented that an MTU size of 1344 octets would solve the problem of fragmentation in the transport network without causing a significant overhead and any backward compatibility issue. Actually the intention of the current 23.060 specification of the maximum N-PDU size is to limit the packet size in order to avoid fragmentation in the network between the UE and the GGSN. 

A large MTU size when it does not cause fragmentation in the transport network has advantages. Therefore the MTU should be set to the maximum value that the actual network deployment can support. This can be achieved by the use of dynamic link MTU discovery. IETF specifications already support this dynamic MTU discovery using either MTU option in Router Advertisement (RA) or DHCPv4. The advantages of using existing IP layer mechanism are that they can be easily used with split UEs and they allow dynamic change in the MTU (decrease or increase) without UE impact as the networks evolve. 

Therefore the proposal is the following:

1) It is recommended to use an existing dynamic MTU discovery, such as IPv6 Router Advertisement MTU option or DHCPv4. Note that for some reason PGW may not send MTU option with RA.

2) If the UE does not receive any dynamic information about the MTU then it should use a default value of 1344 octets. This applies to both IPv6 and IPv4.

To implement this proposal the following changes are proposed in the specifications:

· Add clarification to 23.060 about the MTU size that the UE should use based on the above proposal (see S2-105721).
· Create the necessary stage 3 specification regarding to the link MTU discovery using DHCPv4 and RA messages in TS 29.061.


