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This contribution discusses the need for enhancement of Inter-System Routing Policies (IRSPs) to include routing of IP flows across multiple APNs. SA2 is asked for guidance on whether this topic should be handled as a new WID or as TEI11. Companion documents are submitted for either alternative.
1. 
Introduction

In Rel-10 3GPP SA2 defined three new capabilities that address traffic routing across multiple accesses as follows:
1) IP Flow Mobility (IFOM);

2) Multi Access PDN CONnectivity (MAPCON), and

3) Non-seamless WLAN offload.

All three features are designed for dual radio terminals with one 3GPP access and one WLAN access.
This paper argues that, from the traffic routing viewpoint, the non-seamless WLAN offload case is very similar to the simple case of multiple PDN connections to different APNs (a Release 99 feature), because in both cases the UE is “multi-homed” i.e. it has to decide on which IP interface to route uplink IP packets.

With non-seamless WLAN offload, the UE is assisted with ISRPs provided by the ANDSF and can make routing decisions on IP flow basis.

On the contrary, in the simple case of multiple PDN connections, the operator has currently no 3GPP-defined means to assist the UE about which traffic flow goes to which APN.

It is concluded that ISRPs should be enhanced to include routing of IP flows across multiple APNs.

2. 
Discussion

Depicted in Figure 1 is a simplified protocol stack in the terminal for support of:

· IFOM and non-seamless WLAN offload with DSMIPv6 (Figure 1a; left hand side), and

· MAPCON with DSMIPv6 (Figure 1b; right hand side).
In both cases it is assumed that the WLAN access is treated as Trusted non-3GPP access.

As illustrated in Figure 1a, the terminal has two IP stacks instances, one each over WLAN and 3GPP access with their respective Care-of Addresses CoA1 and CoA2, and the Home Address (HoA) that is visible to applications. The Care-of Address over 3GPP access is the same as the HoA. The IFOM routing engine, that is part of the DSMIPv6 protocol layer, steers IP flows towards CoA1 or CoA2 based on Inter-System Routing Policies (ISRP) received from the ANDSF.
At the “top routing layer” the terminal also makes a routing decision between the HoA and the Local Care-of Address (CoA-L; in this example equal to CoA1) that is used for non-seamless WLAN offload. This routing decision is again on per-flow basis and is driven by the ISRPs received from the ANDSF.

Figure 1b illustrates the case of a MAPCON terminal with DSMIPv6. In this case there are two DSMIPv6 protocol instances, associated with two Home Addresses: HoA1 and HoA2. The MAPCON routing engines, depicted as shim layers below the DSMIPv6 protocol layers, decide where to route the PDN connection (3GPP access vs WLAN access) with per-PDN connection granularity. The MAPCON routing decisions are again driven by the ISRPs received from the ANDSF.
However, at the “top routing layer” (which in this case is referred to as the “PDN connection routing layer” there is currently no standardised mechanism to steer the traffic towards one or the other HoA.
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Figure 1. Host-based mobility + IFOM + non-seamless WLAN offload + MAPCON
Depicted in Figure 2 is a simplified protocol stack in the terminal for support of:

· non-seamless WLAN offload with network-based mobility (Figure 2a; left hand side), and

· MAPCON with network-based mobility (Figure 2b; right hand side).

In both cases it is assumed that the WLAN access is treated as Untrusted non-3GPP access. There is no IFOM routing in this case as IFOM is currently defined for DSMIPv6 only.
The IKEv2/IPsec layer over WLAN in these scenarios is perceived as another layer 2. A “virtual interface” sublayer in the protocol stack, located below the IP layer, hides the fact that same IP address (HoA) is temporarily assigned to one or the other layer 2 (i.e. IKEv2/IPsec vs 3GPP access) when a PDN connection is handed over from one access to another.

As illustrated in Figure 2a, at the “top routing layer” the terminal makes a routing decision between the HoA and the Local Care-of Address (CoA-L) that is used for non-seamless WLAN offload. This routing decision is on per-flow basis and is driven by the ISRPs received from the ANDSF. For packets routed towards the HoA, the “virtual interface” decides with per-PDN connection granularity whether the PDN connection is routed over one or the other access.
Figure 2b illustrates the case of a MAPCON terminal with network-base mobility. In this case there are two IP protocol instances, associated with two Home Addresses: HoA1 and HoA2. The MAPCON routing engines, depicted as shim layers below the IP protocol layers, decide where to route the PDN connection (3GPP access vs WLAN access) with per-PDN connection granularity. The MAPCON routing decisions are again driven by the ISRPs received from the ANDSF.

Once again, at the “top routing layer” in Figure 2b (which again is referred to as the “PDN connection routing layer”) there is currently no standardised mechanism to steer the traffic towards one or the other HoA.
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Figure 2. Network-based mobility + non-seamless WLAN offload + MAPCON
Finally, Figure 3 illustrates the case of a “LIPA terminal”. Here the quotation marks are used because a LIPA terminal is an ordinary Rel-99 terminal capable of establishing multiple PDN connections (or Primary PDP Contexts). In a LIPA scenario, this terminal will often be engaged in one internal (LIPA) PDN connection and one external PDN connection, the latter being used to access services reachable through the operator’s packet core network. Both PDN connections are established over 3GPP access and the terminal is operating in “single radio” mode.
As hinted by Figure 3, there is no mechanism standardised by 3GPP today that would assist the terminal in making the appropriate decision i.e. routing uplink packets towards HoA1 or HoA2
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Figure 3. “LIPA terminal”

Looking at the previous discussion, we would like to focus on the “top routing layer” decisions only and compare the scenario with non-seamless WLAN offload with the “LIPA terminal” scenario. It can be concluded that:
· Conclusion 1: 3GPP has defined a means (in the form of ISRPs) for assisting “top routing layer” decisions for steering traffic that is offloaded non-seamlessly via WLAN access and traffic that is forwarded to the operator’s packet core (this is a “CoA-L vs HoA” decision);

· Conclusion 2: Surprisingly, 3GPP has not yet defined a means for assisting “top routing layer” decisions for steering traffic towards one or the other PDN connection in presence of multiple PDN connections over 3GPP access, which is a Rel-99 problem.
The latter conclusion also applies to the MAPCON scenarios, not because of the MAPCON routing engine itself (which is located deep below in the protocol stack, as depicted in Figure 2), but because MAPCON is a generalisation of the multiple PDN connection scenario, with PDN connections established either over 3GPP or WLAN access.
Note that IFOM is out of scope of this comparison, since the IFOM routing decisions are made “inside” the DSMIPv6 protocol instance.
3. 
Relation to Rel-11 work on femto-SIPTO

SA1 have agreed (S1-102197; TS 22.220 CR0105) on new requirements for Selective IP Traffic Offload (SIPTO) via the H(e)NB subsystem, shortly referred to here as “femto-SIPTO”. These requirements are worded as follows:
-
The SIPTO policies may be defined per APN, per IP Flow class under any APN, or per IP Flow class under a specific APN. 

-
The mobile operator shall be able to configure the SIPTO policies either statically or dynamically.

In other words, in the special case of femto-SIPTO the operator shall be able to offload IP traffic with per-flow granularity via the H(e)NB.
In reference to Figure 3 of this paper, it is our understanding that this requirement can be described as a problem of traffic steering across multiple PDN connections with per-flow granularity i.e. exactly the type of mechanism that is currently described as “not defined by 3GPP” in Figure 3.
Conclusion 3: “femto-SIPTO” is an example of multiple PDN connection scenario in which traffic needs to be steered across multiple PDN connections with IP flow granularity.

4. 
Related work in IETF MIF

There is ongoing work in the IETF MIF (Multiple Interfaces) working group related to traffic handling for multi-homed terminals (http://www.ietf.org/dyn/wg/charter/mif-charter). Note that a “multi-homed terminal” in IETF parlance corresponds to any of the 5 cases described previously if one focuses on the “top routing layer” decisions.
Here is an excerpt from the IETF MIF WG charter:

Many hosts have the ability to attach to multiple networks
simultaneously. This can happen over multiple physical network
interfaces, a combination of physical and virtual interfaces (VPNs or
tunnels), or even indirectly through multiple default routers being on
the same link. For instance, current laptops and smartphones typically
have multiple access network interfaces.

[…snip…]

A number of operating systems have implemented various techniques to
deal with attachments to multiple networks. Some devices employ only one
interface at a time and some allow per-host configuration of preferences
between the interfaces but still use just one at a time. Other systems
allow per-application preferences or implement sophisticated policy
managers that can be configured by users or controlled externally.
So far the IETF MIF WG has released an Internet draft describing current practices in today’s operating systems (http://www.ietf.org/id/draft-ietf-mif-current-practices-03.txt), which provide an excellent overview of the variety of different techniques used in popular smartphone OSs to deal with the problem of multi-homed terminal.
The current scope of the IETF MIF WG seems to be limited to documentation of the issues with multi-homed terminals and existing practices.
Also, the group shall not develop new protocol or
policy mechanisms; recommendations and gap analysis from the group are
solely based on existing solutions. The group shall not assume any
software beyond basic IP protocol support on its peers or in network
nodes. No work will be done to enable traffic flows to move from one
interface to another.

[…snip…]

Once the group has completed its work items, the IETF can make an
informed decision about rechartering the working group to define new
mechanisms or asking other, specialized working groups (such as DHC or
6MAN) to deal with specific issues.

Given this voluntary restriction of scope of the IETF MIF WG, it is probably appropriate timing for 3GPP to seize the opportunity and work on a system-level solution to the problem (similar to work that was done for non-seamless WLAN offload).
Conclusion 4: 3GPP is advantageously positioned to work on a system-level solution for the generic problem of “multi-homed” terminals.

5. 
Proposal

The present paper described a general problem of IP flow routing across multiple APNs. This problem exists since Rel-99 and is a generic problem of “multi-homed” terminals, not specific to mobile terminals.
The IETF has initiated work on the problem, but the MIF WG charter seems to be of documentary nature, explicitly excluding any work on new solutions.
In Rel-10, the problem of “multi-homed” terminals re-surfaced in 3GPP in a new form – non-seamless WLAN offload. This specific problem was addressed by 3GPP with a system-level solution (i.e. ISRPs provided by the ANDSF), whereas, surprisingly, the original Rel-99 problem remained unresolved.
The new requirements on LIPA_SIPTO in Rel-11 seem to finally put the original Rel-99 problem on the spot and time seems to be right for 3GPP to start working on a system-level solution.
We foresee three possibilities to address the problem of IP flow routing across multiple APNs:

1) as part of the LIMONET work item agreed in SA2#81; a potential problem with this approach though is that routing across multiple APNs is a generic problem that is not specifically related to LIPA_SIPTO;
2) as a new WID (Operator Policies for IP Interface Selection – OPIIS; see draft WID in a companion document submitted for this meeting: S2-105492, a re-submission of S2-105044);

3) as TEI11, assuming that the proposed small enhancement of ISRPs can fit in a single CR (see draft CR in a companion document submitted for this meeting: S2-105493).

The interested companies would like to hear feedback from other companies on this topic and seek guidance on the best way forward for making progress on the topic of IP flow routing across multiple APNs.
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