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***** Start of changes ******

2
References

The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. For a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[xx]
3GPP TS 33.210: "Network Domain Security; IP network layer security".

***** Next set of changes ******

9.3
Packet Routeing and Transfer Function

The packet routeing and transfer function:

-
routes and transfers packets between a mobile TE and a packet data network, i.e. between reference point R and reference points Gi or SGi;

-
routes and transfers packets between mobile TE across different PLMNs, i.e.:

-
between reference point R and reference point Gi via interface Gp;

-
between reference point R and reference point SGi via interface S8;

-
routes and transfers packets between TEs, i.e. between the R reference point in different MSs; and

-
optionally supports IP Multicast routeing of packets via a relay function in the GGSN and P‑GW.

The PDP PDUs shall be routed and transferred between the MS and the GGSN or P‑GW as N‑PDUs. In order to avoid IP layer fragmentation between the MS and the GGSN or P-GW, the link MTU size in the MS should be set to the value provided by the network as a part of the IP configuration. This applies to both IPv6 and IPv4.

When the MT and the TE are separated, e.g. a dongle based MS, it is not always possible to set the MTU value by means of information provided by the network. The network shall have the capability of transferring N-PDUs containing PDP PDUs, where the PDP PDUs are of 1500 octets, between the MS and GGSN/P-GW.

NOTE 1:
The TE when it is separated from the MT can perform MTU configuration itself and this is out of scope of 3GPP standardization. Thus, when the MT component in the terminal obtains MTU configuration from the network, this does not imply that the behavior of the MS considered as a whole will always employ this MTU. In many terminals having a separated TE, the TE component configured by default to use an MTU of 1500 octets.

NOTE 2:
In network deployments that have MTU size of 1500 octets in the transport network, providing a link MTU value of 1358 octets to the MS as part of the IP configuration information from the network will prevent the IP layer fragmentation within the transport network between the MS and the GGSN/P-GW. See more details about link MTU considerations in Annex X.
NOTE 3:
As the link MTU value is provided as a part of the IP configuration information, a link MTU value can be provided during each PDN connection establishments.

NOTE 4:
PDP type PPP is supported only when data is routed over a GGSN employing the Gn/Gp interfaces. A P‑GW supports PDP type IPv4, IPv6 and IPv4/v6 only.

Between the 2G‑SGSN and the MS, PDP PDUs are transferred with SNDCP. Between the 3G‑SGSN and the MS, PDP PDUs are transferred with GTP‑U and PDCP.

Between the SGSN and the GGSN when using Gn/Gp, or between the SGSN and the S‑GW when using S4, PDP PDUs are routed and transferred with the UDP/IP protocols. The GPRS Tunnelling Protocol (GTP) transfers data through tunnels. A tunnel endpoint identifier (TEID) and an IP address identify a GTP tunnel. When a Direct Tunnel is established, PDP PDUs are routed and transferred directly between the UTRAN and the GGSN using Gn or between UTRAN and the S‑GW using S12. On S5/S8 interfaces PMIP may be used instead of GTP (see TS 23.402 [90]).

When multiple PDP contexts exist for the same PDP address/APN pair of an MS, the GGSN routes downlink N‑PDUs to the different GTP tunnels based on the downlink packet filters in the TFTs assigned to the PDP contexts. Upon reception of a PDP PDU, the GGSN evaluates for a match, first the downlink packet filter amongst all TFTs that has the smallest evaluation precedence index and, in case no match is found, proceeds with the evaluation of downlink packet filters in increasing order of their evaluation precedence index. This procedure shall be executed until a match is found, in which case the N‑PDU is tunnelled to the SGSN via the PDP context that is associated with the TFT of the matching downlink packet filter. If no match is found, the N‑PDU shall be sent via the PDP context that does not have a TFT assigned to it; if all PDP contexts have a TFT assigned, the GGSN shall silently discard the PDP PDU.

When multiple PDP contexts exist for the same PDP address/APN pair of an MS, the MS routes uplink PDP-PDUs to the different PDP contexts based on either MS-local mapping for 'MS_only' mode, or both MS-local mapping and uplink packet filters in the TFTs assigned to these PDP contexts for 'MS/NW' mode.

For 'MS_only' mode, upon transmission of a PDP PDU, the MS shall apply local mapping. The MS is responsible for creating or modifying PDP contexts and their QoS. The MS should define TFTs in such a way that downlink PDP PDUs are routed to a PDP context that best matches the QoS requested by the receiver of this PDU (e.g. an application supporting QoS). For each uplink PDP PDU, the MS should choose the PDP context that best matches the QoS requested by the sender of this PDP PDU (e.g. an application supporting QoS). Packet classification and routeing within the MS is an MS-local matter. The GGSN shall not match uplink N‑PDUs against TFTs.

For 'MS/NW' mode, the MS evaluates for a match, first the uplink packet filter amongst all TFTs that has the smallest evaluation precedence index and, in case no match is found, proceeds with the evaluation of uplink packet filters in increasing order of their evaluation precedence index. This procedure shall be executed until a match is found, or all uplink packet filters have been evaluated. If a match is found, the PDP PDU is transmitted on the PDP context that is associated with the TFT of the matching uplink packet filter. If no match is found, the MS shall evaluate whether the PDP PDU belongs to an application for which the MS applied a local mapping to a PDP context. If this is the case, the relevant PDP context shall be used. Otherwise, the PDP PDU shall be sent via the PDP context that has not been assigned a TFT including an uplink packet filter. If all PDP contexts have been assigned a TFT including an uplink packet filter, the MS shall silently discard the PDP PDU.

TFTs are used for PDP types IPv4, IPv6, IPv4/v6 and PPP only. For PDP type PPP a TFT is applicable only when PPP is terminated in the GGSN (i.e. GGSN does not provide PDN interworking by means of tunnelled PPP, e.g. by the Layer Two Tunnelling Protocol (L2TP)) and IP traffic is carried over PPP. To support roaming subscribers, and for forward compatibility, the SGSN is not required to know the tunnelled PDP. Every SGSN shall have the capability to transfer PDUs belonging to PDPs not supported in the PLMN of the SGSN.

If packet routing and transfer takes place between the SGSN and the S‑GW using S4, or between the UTRAN and the S‑GW using S12, PDP contexts need to be mapped into EPS bearer contexts and vice versa. Context mapping is handled by the SGSN when using S4. This is transparent to the MS.

The GGSN and P‑GW could also optionally support IP Multicast: this allows the MSs to join multicast groups and start receiving multicast packets. The GGSN duplicates the incoming multicast packets and relays them to the already active TEIDs. These TEIDs are those of MSs that have joined a multicast group.

***** Next set of changes ******

Annex X (informative):
Link MTU considerations
According to subclause 9.3 networks can provide link MTU size for MSs. A purpose of the link MTU size provisioning is to limit the size of the packets sent by the MS to avoid packet fragmentation in the backbone network between the MS and the GGSN/PGW when some of the backbone links does not support packets larger then 1500 octets. Fragmentation within the backbone network creates a significant overhead therefore operators might desire to avoid it. This Annex presents an overhead calculation that can be used by operators to set the link MTU size provided by the network. As a MS may not keep the provided link MTU size, providing an MTU size does not guarantee that there will be no packets larger than the provided value. However if most of the MSs follow the provided link MTU value then operators will benefit from sending link MTU size to MSs.
One of the worst case scenarios is when GTP packets, e.g., between a RAN node and the core network, are transferred over IPSec tunnel in an IPv6 deployment. In that case the user packet first encapsulated in a GTP tunnel which results the following overhead:

· IPv6 header, which is 40 octets;
· UDP overhead, which is 8 octets;

· Extended GTP-U header, which is 16 octets.
In this scenario the GTP packet then further encapsulated to an IPSec tunnel. The actual IPSec tunnel overhead depends on the used encryption and integriry protection algorithms. 3GPP TS 33.210 [xx] mandates the support of AES-CBC with a key length of 128 bits and the use of HMAC_SHA-1 for integrity protection. Therefore the overhead with those algorithms is calculated in this Annex:
· IPv6 header, which is 40 octets;
· IPSec Security Parameter Index and Sequence Number overhead, which is 4+4 octets;

· Initialization Vector for the encryption algorithm, which is 16 octets;
· Padding to make the size of the encrypted payload a multiple of 16;
· Padding Length and Next Header octets (2 octets);
· Integrity Check Value, which is 12 octets.
In order to make the user packet size as large as possible a padding of 0 octet is assumed. With this zero padding assumption the total overhead is 144 octets, which results a maximum user packet size of 1358 octets. Note that this user packet size will result in a 1424 octets payload length to be ciphered, which is a multiple of 16, thus the assumption that no padding is needed is correct (see Figure X.1).
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Figure X.1: Overhead for MTU calculation
The link MTU value that can prevent fragementation in the backbone network between the MS and GGSN/PGW depends on the actual deployement. Based on the above calculation a link MTU value of 1358 is small enough in most of the network deployements. 
Note that using a link MTU value smaller than necessary would decrease the efficiency in the network. Moreover a UE may also apply some tunnelling (e.g., DSMIPv6 or VPN). and it is desired to use a link MTU size that assures at least 1280 octets, which is the minimum MTU size in case of IPv6, within the UE tunnel to avoid the fragmentation of the user packets within the tunnel applied in the UE.
Another aspect of the dynamic link MTU provisioning is that in the future when all network links support larger packet sizes than 1500 octets, operators can send a value larger than 1500 octets as a link MTU size to MSs. This option is useful for operators as if an MS uses large packets then it will increase the transport efficiency in the network.
***** End of changes ******
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