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1. Overall Description: 
SA 2 thank RAN 2 for their hard work in analyzing this topic and for raising these questions. SA 2 note RAN 2’s request for a prompt answer and have tried to achieve this.
SA 2 note RAN 2’s desire to “RAN specifications MTC agnostic”. However, SA2 believe that the highly synchronized nature of many M2M applications (which contribute to the shape of the second diagram in S2-101456) might make the realization of this ambition challenging to achieve.
SA 2 have also taken the LS from SA 1 (to SA2) in S1-102293=S2-104161 into account.

SA 2 can provide the following responses to [some of] RAN 2’s questions. [Other questions will take longer to answer, and, are probably better discussed in a joint session at our next meeting].
Q1) RAN2 assume that higher layers will decide how to identify devices configured for MTC/MTC applications and that higher layers perform the mapping to the new “low priority” indicator. RAN2 kindly asks CT1/SA2 to confirm if RAN2 can work with this assumption.
As specified in TS 23.401 v10.1.0 clause 4.3.17.2 bullet “a”:

“UEs can be configured for MTC during manufacture, and/or, when accessing the network via OMA DM and/or USIM OTA.”

The internal structure of the UE may be more an issue for CT1 and RAN 2 to decide. However, SA 2 do anticipate that NAS layer in the UE will provide to the AS layer the ‘low priority’ indication. The same will apply [IF] there is a separate MTC indication.
Q2) RAN2 kindly asks SA2 to confirm whether a“ device configured for MTC” would perform all accesses using the “low priority” indicator or to inform us if intention is that a device configured for MTC can also make non-low priority accesses for Rel-10?
The LS from SA 1 in S2-104161 indicates that, in release 10, some MTC devices are “low priority” and some are MTC devices are not “low priority”.

Hence, in release 10, SA 2 expect that some “UEs configured for MTC” will not use the “low priority” setting.

Q3) RAN2 would like to ask whether we need overload control towards a single CN node for all, SGSN, MME and MSC and if so why and why this is specific to MTC?

This is not specific to MTC. Although it may not be immediately obvious from the specifications, per CN node overload control has been necessary since Release 5 when “Iu-flex” was introduced. It was probably made slightly more obvious by the specification of the S1 interface overload functionality in section 4.3.7.4 of TS 23.401 in Release 8.
Q4a) Hence, RAN2 kindly asks SA2 if the intention is to distinguish the two groups of devices in terms of access priority. 

TS 23.401 v10.1.0 clause 4.3.7.4.1 states:

“… the MME can restrict the load from UEs configured for MTC that its connected eNodeBs are generating on it. An MME may request the eNodeB to restrict the load from UEs configured for MTC based on subcategories. These subcategories include UEs that reselect from other PLMNs (PLMN type), all UEs configured for MTC, or UEs using low priority access. PLMN type barring can for example be used to protect a VPLMN from an overload caused by the failure of one (or more) other networks in that country and accesses made from roaming MTC subscribers.”

SA 2 are still interested in feedback from other groups on this topic, however, currently in Release 10, as a result of the M2M work, SA 2 expect that there will be two new groups that need to be identified during access to the RAN:

· “MTC”, and

· Combination of “Low priority” and “MTC”
The combination of “low priority” and “MTC” indications gives the RAN an indication that the application is delay tolerant AND has a machine application associated. Machine applications can be expected to ‘automatically retry’ on expiry of a wait timer. However a generic ‘low priority’ user might be human and not ‘automatically retry’. 

Whether or not a standalone “low priority” class exists is not part of the MTC work in release 10.

Q4b) Or is the understanding in SA2 that it is necessary to distinguish “Devices configured for MTC supporting low priority applications” from “other devices configured for MTC” and those 2 priorities from other UE’s. 
Please see the answer to Q4a.

. 

Q4c) RAN2 kindly asks SA2 to clarify if an “MTC indicator” is considered necessary in the RAN in addition to low priority indictor(s) and if so, for which purpose? RAN2 kindly asks SA2 to take into account the preference from RAN2 to keep the RAN MTC agnostic if possible. 
As specified in 4.3.7.4.1 of TS 23.401 v10.1.0, one use is with the S1 interface Overload message to permit a CN node to be protected by restricting access from “all low priority” and/or “all MTC”.

One view in SA2 is that the MTC indication can also be linked to an anticipated and/or repeated traffic pattern (e.g. access exactly on every hour boundary) and hence permits the RAN to delay (punish) ‘synchronised’ MTC applications and hence protect the core network.  

Another view in SA2 is that the RAN could, in general, differentiate between normal, MTC and low priority MTC accesses, e.g. by giving short wait times to “MTC” and longer wait times to “low priority MTC”.

The LS from SA1 in S2-104161 also identifies some use cases.
Other views in SA2 are that one indicator might be sufficient for the RAN.

Q5) RAN 2 kindly asks SA2 for guidance on a suitable de-correlation period and granularity. 
SA2 have not discussed this before now, but, looking at the second diagram in S2-101456, some companies suggest that a de-correlation period of up to one hour would be ideal, and that at least 15 minutes seems necessary. 
As to granularity, the granularity should be sufficient to ensure that subsequent accesses are not synchronised with those of other rejected users. Again SA2 have not discussed this before now, but some companies suggest  that a sub one second granularity would seem ideal: perhaps this can be achieved by the RAN signalling the delay value in minutes, in conjunction with a specified requirement that the UE then randomly selects its access time within a one minute interval?
Note that SA2 are concerned by the amount of conformance/verification testing time that can result if the UE is instructed to randomly select a delay value from a one hour interval. 
Q6) RAN2 kindly asks SA1 and SA2 to clarify why ACB is required? 
The discussions in SA 2 led to a general believe that ACB is a useful mechanism for congestion control ‘at source’, but, with one exception, SA 2 acknowledge that there may be other RAN solutions that could be used if RAN prefer.
The exception comes from the following case:
One of the overload scenarios foreseen by SA 2 is caused by the likelihood that a high proportion of M2M devices are not using their HPLMN, but, are using a PLMN within their operator group, and then, that operator’s network fails and the devices swap networks (potentially cycling through many local PLMNs). 

SA2 see that extensions to ACB can be used to deny access (and hence control core network load) ‘at source’ for “all roamers” and “all roamers from outside the own operator group”. 

Up to now, SA 2 have not identified any solutions to this problem other than extensions to ACB.

2. Actions:

To RAN 2, CT1 and SA1 groups.

ACTION: 
SA 2 kindly asks RAN 2, SA1 and CT1 to take the above answers into account. Further dialogue/joint meeting sessions are highly welcome.

3. Date of Next TSG-SA2 Meetings:

SA 2 
15th – 19th November 2010
Jacksonville, USA

