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Abstract of the contribution: This contribution proposes to describe a solution based on dual-stack PDN connections combined with NAT44 in the main body of TR 23.975. 
1. Introduction 

This paper presents the use of a traditional NAT (NAT44) function to solve shortage of IPv4 addresses during the IPv6 migration process. The solution is based on dual-stack PDN connections combined with NAT44. The paper describes different NAT44 deployment options, including NAT44 co-located with PGW/GGSN and NAT44 external to PGW/GGSN. The intent is to include a solution description and evaluation of the NAT44 deployment options in the TR, in addition to the existing solution options already covered.

GI-DS-Lite [draft-gundavelli-softwire-gateway-init-ds-lite-03] was introduced as a possible solution for overcoming the shortage of IPv4 addresses during the IPv6 migration process. The main disadvantage of the GI-DS-Lite solution is that it changes the assumption of 3GPP specifications have had so far how PDNs see the addressing of the traffic coming from SGi/Gi interfaces. As of today, the addressing seen on SGi/Gi is factually the same as seen by the UEs, but the use of GI-DS-Lite will change this. GI-DS-Lite will make flow based charging, policing and deep packet inspection functions in PGW rather complex, because the flow based functions in PGW would need to find out the NAT-bindings managed in the AFTR. The NATed addressing has to be mapped somewhere in PCC e.g. in PCRF to the addressing seen by PGW and UE. Therefore an additional policy control interface between PCRF and AFTR would be needed. Practically this would mean splitting the policy control functionality between PGW and AFTR. Implementing such functional splitting would increase complexity of PCC functions significantly. The policy control related signaling between nodes would be multiplied adding extra latency for flow based policy and charging decisions and enforcement.

The main advantage a traditional NAT44 solution where the NAT co-located with PGW/GGSN, compared to  the GI-DS-Lite based solution, is that it does not require any architecture change (new interface). The split SGi/Gi issues partly also concern the case where NAT44 functionality is collocated in a PDN-GW. However, in the collocated case, there is no need for new interfaces as required mappings and the new functionality can be handled on existing interfaces and within the PGW.

2. Proposal

It is proposed to add the NAT44 within the PGW as a solution to TR 23.975. Current text in Annex B is moved into section 7 by this proposal. Further clarifications and descriptions have been added to make the proposed text more comprehensive.

****************Start of First Change****************
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7.X
Solution X – Dual-stack deployment combined with NAT44

7.X.1
Overview

Enabling MS/UE dual stack communication and moving traffic from IPv4 to IPv6 can achieve a significant reduction of the number of dedicated public IPv4 addresses assigned to a NAT44. Public IPv4 are assigned to the NAT44 (NAPT) for the purpose of sharing this resource among several users at a specific ratio determined by the number of ports dynamically available to a single user as calculated by the operator. Real port usage is determined by the user applications and their need for connections which could range from one to several thousands per user. Offloading these IPv4 resources by moving the traffic to IPv6 will end up freeing a significant amount of public IPv4 addresses that can be used elsewhere in the operator network.

The use of traditional NAT has a size limitation due to the maximum 16 million available RFC1918 private IPv4 addresses. The description below depicts possible solutions to how the operational impact of this limitation can be overcome.
7.X.2
Description

7.x.2.1 
Dual-stack deployment

MS/UE attaches to network APN(s) using applicable procedures described in TS 23.401 [9], TS 23.402 [10] and TS 23.060 [11] in order to get  dual stack connectivity to Internet (IPv4 and IPv6). The operator assigns private IPv4 addresses to the UEs and uses NAT44 to provide access to the Internet. The operator may multiplex multiple UEs onto a single public IPv4 address using traditional NATs. The operator assigns IPv6 prefixes to the UEs allowing native IPv6 access to the Internet.

The MS/UE will now use IPv6 to communicate with dual stack reachable services/peers and thus offloading the NAT44 assigned public IP address/ports resources that would have been made available for the UE if it not had been able to use IPv6. When communicating with Services/peers only served by IPv4, the UE/MS will use NAT44 resources to enable communication. During the co-existence phase of the IPv6 migration, more IPv4 traffic will be offloaded from the NAT44 as more and more services/peers become dual stack reachable or complete the transition and become IPv6 only reachable.

7.x.2.2 
NAT44 deployment options

7.x.2.2.1 
Basic deployments

Typically, a single physical PDN-GW can serve an order of few million UEs in maximum. As the amount of traffic per user increases it is not expected that there will be a major increase in this number. Therefore, we can expect a single PGW can hardly ever reach the point where a PDN-GW would need to hand out more than 16 million RFC 1918 addresses. It looks evident for time being that a single or even a small cluster of PGWs implementing collocated NAT44 functions should not run out of RFC 1918 addresses for one APN. Figure 7.X.1 illustrates a deployment discussed here.
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Figure 7.X.1: NAT44 collocated in a PDN-GW for each APN
In a case multiple PDN-GWs serve a single RFC 1918 addressed PDN identified by a single APN, the RFC 1918 address space must be partitioned so that overlapping does not happen between PDN-GWs serving the PDN. This is a pure address management issue and illustrated in Figure 7.X.2.
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Figure 7.X.2: Private RFC 1918 addressed PDN with multiple PDN-GWs and non-overlapping address spaces
7.x.2.2.2 
Deployments with overlapping RFC 1918 address spaces

However, it is also possible that multiple PDN-GWs serving the same APN would go beyond 16 million RFC 1918 addresses. In this situation the APN has to be partitioned into independent PDNs with overlapping RFC 1918 address spaces. This is a pure network deployment issue. In this deployment model the NAT44 functionality can be located either in a PDN-GW or at the edge of the RFC 1918 addressed PDN and the public Internet. The model where NAT44 functionality is collocated in a PDN-GW is illustrated in Figure 7.X.3. 
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Figure 7.X.3: Overlapping RFC 1918 address spaces for the same APN and NAT44 collocated with a PDN-GW
The deployment model where the APN has been partitioned multiple independent PDNs is illustrated in Figure 4. Here the NAT44 functionality is distributed between each independent & private RFC 1918 PDN and the public Internet.
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Figure 7.X.4: Overlapping RFC 1918 address spaces for the same APN and distributed NAT44
7.x.2.2.3 
Per-Interface NAT44

Per-Interface NAT44 (also known as Dual Stack Extra Lite) is a technique that relies on Layer 2 information for de-multiplexing NAT operations, as described in IETF draft-arkko-dual-stack-extra-lite [XX]. When applied to 3GPP networks, a NAT function can be embedded in the GGSN and/or P-GW, and UEs may be configured with the same IPv4 address.. If NAT44 is co-located with GGSN/PDN GW the NAT state can use the identity of the MS/UE mobility tunnel instead of the MS/UE assigned IPv4 address for managing the NAT session bindings. Packets are then translated and forwarded to their destination (either internal or external). Distinct pools may be configured on the GGSN depending on the APN. This procedure can be implemented in single stack PDP context / EPS bearers or in dual stack PDP contexts / EPS bearers. This approach as illustrated in Figure 7.X.5 allows each MS/UE to use the same private IPv4 address range.
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Figure 7.X.5: Per-Interface NAT. Overlapping RFC 1918 address space for the same APN with per-interface (PDN Connection) basis NAT binding 
7.x.2.2.4 
Identity considerations when using overlapping RFC 1918 address spaces

If a PLMN needs to provide more than 16 million RFC 1918 addresses to its own subscribers, and wants to correlate a private RFC 1918 address to a specific UE, then additional functionality would be needed. This deployment model is actually the same what was already illustrated in Figure 7.X.3 and 7.X.4. If the service infrastructure needs to distinguish between subscribers with overlapping RFC1918 addresses but still only compare IP addresses, then the comparison has to include additional information or be context aware of the source of the used RFC1918 pool. 

For example, beyond knowledge of the NAT binding state to derive the private IPv4 address, the comparison could also take the public IP address of the GGSN/PGW into account where the NAT44 takes place. If there need to be traffic inspecting devices within each PDN of Figure 4 with overlapping RFC1918 addresses then the IP address of the traffic inspecting device could be used to identify the PDN where the RFC1918 pool belongs to. This would cause minor changes only in the service infrastructure.

Other solutions are also possible. If needed, a unique identity may be tied to the user packets on the outer/external/public address side of the NAT. This can be arranged, as an example, by using packet encapsulation where a unique identifier is included either in the packet encapsulation information or in the source address of the encapsulating packet.

7.X.3
Functional Description

The MS/UE need to obtain dual stack connectivity in order to be able to reach both IPv4 and IPv6 services/peers. This can be arranged either by using a dual stack connection by requesting a connection of  PDP Type IPv4v6 or PDN Type IPv4v6 depending on radio access technology and MS/UE capability. If these dual stack are not possible to obtain it is also possible to request two separate connections, one PDP context/PDN connection Type IPv4 and one PDP context/PDN connection Type IPv6 in parallel to the same dual-stack APN. The preferred way would be to use only one connection for both IP versions but the two connection approach could be used due when ether MS/UE or core does not allow for a single dual stack PDP context connection to be established.

The following table lists the basic requirements for this scenario in an IP version co-existence phase referencing the user plane capabilities only.

Table 7.X.1: IPv4 offload requirements

	Basic Components Name
	States
	PDP/PDN Types

	Terminal IP capability
	Dual stack (IPv6 preferred over IPv4 if both can be used for a remote endpoint) 
	IPv4v6, IPv4 and IPv6 
(NOTE 1)

	Type of application program
	Dual stack capable
	not applicable

	Type of assigned IP address,
	IPv4 and IPv6
	not applicable

	Subscriber IP capability
	Dual stack APN in subscriber data
	IPv4v6, IPv4 and IPv6

	Network IP capability
	Dual stack network
	IPv4v6,  IPv4 and IPv6
(NOTE 2)

	Service/peer capability
	Dual stack (NOTE 3)
	not applicable


The GGSN/PDN GW IPv4 Internet connectivity is provided over a NAT44 solution either co-located with the GGSN/PDN GW or elsewhere placed in the operator network.

NOTE 1:
To be able to use PDP/PDN Type IPv4v6 the MS/UE need to be Release 8 or later

NOTE 2:
To be able to serve PDP/PDN Type IPv4v6 the core nodes need to be Release 8 or later except for SGSN/GGSN using Gn/Gp need to be Release 9

NOTE 3:
If DNS is to be used to resolve the service/peer FQDN into an IP address the node DNS information need to contain both A and AAAA record entries for the service/peer.

7.X.4
Information flows

See TS 23.060 [11], TS 23.401 [9] and TS 23.402 [10] for the appropriate information flow details. 

7.X.5
Evaluation

The solution assumes that Internet content/services start becoming dual-stack capable and thus available via IPv6. The presented NAT44 based solution and few other considerations are sufficient to support the migration period, more specifically to address the problems of limited private IPv4 address space. The 3GPP community should consider influencing major Internet content/service providers to make their services available via IPv6 in a user friendly manner. Offloading some traffic to IPv6 reduces the amount of active connections required in the NAT44. This reduces the scalability issues with NAT and the number of public IPv4 addresses/ports needed to serve the UEs. 

In the case of  NAT44 functionality co-located with the GGSN/PDN GW session binding between inner and outer NAT44 state can be made known within the GGSN/PDN GW, without defining new or extending existing 3GPP interfaces,  making the solution possible to operate without any impact to the 3GPP PCC architecture.

Known issues of the solution:

· In case of NAT is not co-located with GGSN/PDN GW, like in the case of a CGN, session binding between private and public IPv4 address/port is not known to the PCC architecture. Therefore, depending on deployment and if the application is NAT aware and has access to the binding (as e.g. in the case of IMS), PCC may or may not be applicable to the session. 

· When this solution is used with overlapping address space and the NAT is not co-located with GGSN/PDN GW, then an additional method for relaying the NAT-binding data is needed to enable identification of data flows of subscribers beyond the PGW. 

NOTE: 
A consequence of the use of overlapping address space is that a data flow of a subscriber cannot be identified by the IPv4 address independently of the applied solution. 

Known benefits of the solution

· This solution has no impact to UEs, it can be used with legacy dual-stack UEs. 

· NAT44 implementations in the PGW/GGSN do not need additional normative specification in 3GPP.

· This solution has no impact to the network, no new interface or network element is needed. The existing bearer and session management procedures can be used without any change.

· This solution does not introduce any additional tunnelling overhead on any interfaces.

· This solution with the appropriate deployment supports UEs with overlapping address space, thus there is no limitation of the number of subscribers.

· This solution can be deployed without any additional normative specification within 3GPP. For the case when NAT is not co-located with PDN GW, the limitations described under “known issues” above apply. 

· Support for UEs with public, private, and overlapping private IPv4 addresses. If so desired, all the UE's in the mobility domain can be assigned the same IPv4 private address.

· No changes to the IPv4 / IPv6 address-assignment procedures required.

· No bearing on the type of transport network: Transport network can be IPv4 or IPv6.

· NAT44 can be either co-located or separate from GGSN/PDN-GW.

· Solution to the public IPv4 address exhaustion problem through the use of NAT44.

· Solution to the private IPv4 address exhaustion problem through the use of overlapping private IPv4 addresses.

· This solution does not have any impact on the UE's roaming support.

· No impact on QoS/bearer procedures between UE and PDN GW/SGW/GGSN. 

7.X.6
Applicability

This solution applies to scenario 1.

This approach also suggests solutions to address scenario 2.  
Given the solution description above, the described functionality can be configured in currently deployed mobile networks as well as in future deployments regardless of 3GPP access technology. When to deploy such a setup in an operator's network is more of a business and operational decision.
**************** 3rd Change****************
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