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1. Introduction

As the number of 3G enabled smartphone devices continue to expand in mobility networks, there have been situations where high signalling traffic load led to network congestion events. The root causes of the HLR congestion events were manifold but included hardware failure and procedural errors. The result was high signalling traffic load on the HLR. 
The 3GPP standards specification for the end-to-end signalling call flow in 3G UMTS, from the end user device traversing through the radio and the core networks to the HLR, did not have an equivalent load control mechanism which is provided in the more traditional SS7 elements in TDM. The capabilities specified in the 3GPP standards do not adequately address the abnormal condition where excessively high signalling traffic load situations are experienced. 

2. Discussion
2.1 Smartphone Registration Behaviour

Certain smartphones contribute much more heavily to the continuation of a registration surge due to their very aggressive registration algorithms.  
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Figure 1 – Registration Signalling

As illustrated in Figure 1, a smartphone might be fortunate enough to get all 14 messages to/from the HLR for a 2G voice registration and then afterwards get another 14 messages to/from the HLR for a 2G data registration. A smartphone might then immediately attempt to register onto 3G voice (another 14 messages) and then onto 3G data (another 14 messages). If the smartphone gets registered onto 3G voice but not onto 3G data, it will then immediately attempt 2G voice and 2G data registrations again. Then, as soon as it gets properly registered on 2G voice and data, the smartphone will immediately try to register on 3G voice and then 3G data again.
The aggressive smartphone logic is designed to:

a) always have voice and data registration, and 
b) constantly try to be on 3G data (and thus on 3G voice) for their added benefits.
Non-smartphones typically have logic to wait for a time period after registering successfully on voice & data.
The smartphone aggressive registration is problematic in two ways:

· first by generating excessive signalling load towards the HLR that is 10x that from a non-smartphone,
· and second by causing continual registration attempts when a network failure affects registrations through the 3G data network.
2.2  HLR Overload Failure

Event Summary: 
High levels of Location Area Updates were noted on the only serving HLR pair for the XYZ market that were causing customer impacts with mobiles moving between 2G and 3G.  Call statistics were showing degradation in RAB success and an increase in lost calls.  Because it was impacting all of the network RAN elements, initial investigation centered around possible HLR failures.  A corresponding activity was discovered that matched the trigger point of the time of an RNC 1 restart, where a card that was defective had been replaced in the main sub rack and a subsequent RNC restart occurred.  Checks of the RNC did not indicate any issues after the restart and the work on the HLR investigation continued.  Indications that only even numbered IMSI’s were being impacted further prolonged the HLR focus.  Call testing with two IMSI’s one odd and one even demonstrated that removing the odd IMSI from the VLR caused the same location update failures on the odd IMSI.  The investigation moved back once again to the switch and the RNC, looking beyond common point for a cause.  

Root Cause:
This event was triggered by a RNC 1 restart during card replacement.  This resulted in an exponential increase of “location update request” as well as “Authentication request” to the single HLR pair covering XYZ market.  This increase in messaging caused the HLR pair to go into congestion.  The one HLR congestion ceased after 20 minutes without manual intervention.  The other HLR experienced a continued increase in messaging due to mobiles attempting network access and being denied by the MSC due to delayed responses from the HRL.  Multiple troubleshooting steps were taken to move traffic to the 2G network as well as to delay customer registrations at the switch level.  A detailed understanding of the final resolution of the outage is being confirmed.  There were multiple troubleshooting steps taken as well as normal traffic reductions due to time of day that are suspected in aiding in the ability of the network to recover from the increase in messaging traffic.

Typically, success CS updates with 15 messages take < 7 seconds, where in the failed update for CS, there were 15 second delays for return data.
Analysis:
Could SGSN in overload cause RNC to reduce processing abilities, specifically referred to as IuSigConnID?
· MP Load Never Exceeded 80% Where it Would Begin to Impact Performance.

· No evidence/data of IuSigconnID exhaustion during the event.  If this occurred, the RNC would not process iuCS and uiPS calls.  As shown before, the RNC’s were processing calls for mobiles that were successfully registered.

What caused the spike in PurgeMS from 01:40 to 07:30 and from 21:30 to 22:00?
· Timeline information indicates RNC reset trigger

· 01:30
RNC board was replaced as a result of a bad board and links bouncing.
· 01:41
A huge spike in traffic caused UDTS errors on XYZ HLRs.
· OM data shows from 1:30 to 1:35 begins an increase in UL activity starts equally between HLR M and HLR L. UL failures are tracking the number of PurgeMS. This continues until 1:45 and tapers off in both HLR’s, however HLR L recovers back to normal levels while HLR M does not. HLR processor utilization shows HLR M is running 100% capacity.
· HLR L’s processor utilization appears to parallel UL activity. HLR L exhibits behaviour typically seen during RNC reset.
So why are UL failures and PurgeMS’ almost identical? If [HLR<->MSC] network failures do not cause a PurgeMS there should be none seen!
· At the mobile side a timer, T3210, is started when it begins the LU procedures. If this timer expires, the UE sends an Iu-ReleaseRequest indicating RadNetwork. This causes the PurgeMS to be sent because it is considered a radio failure. 

· LU retires continued to fail because of the HLR M processor overload.

· If the mobile acquired 2G on another MSC the LU could still fail because the HLR M must still be used.

NOTE: HLR overload and delayed response contributed to LU failures due to UE timer expiry.
The T3210 timer on the mobile side is fixed at 20 seconds. This could time out prior to T_LU (or T_PAR) which was seen on traces.  If SAI (or UL) is delayed, the T3210 has already been running before the UL gets started (or completes), resulting in timeout of T3210 and restart of the procedures.
If PS (SGSN) cannot register will CS (MSC) also not register from a UE or SGSN perspective?
Based on the attached traces there is no correlation between PS failures and CS failures, other than the common HLR network issues being encountered. 

· The PS RAU's failing from the traces are not combined RAU’s so only they are failing. Even if combined they will act independently.

·  The CS LU's are passing and failing intermittently.

· A RAU reject of indicating Network failure should not affect the CS.

NOTE: PS and CS are independent 
2.3 Conclusion on HLR Overload Failure
HLR overload and delayed response contributed to LU failures due to UE T3210 timer expiry. This problem gets exacerbated when the UEs switch back and forth between 2G and 3G.
2.4 Next Steps
Examination of Existing RAN Solutions
An important point to consider regarding whether the HLR or the RAN should generate an "implement slower registration algorithm due to congestion situation” message, is taking into account that a 15-digit IMSI number may have no geographical significance in an operator's network. 
There may be an ability for the RAN to be configured to respond with such an “implement slower registration algorithm" message for certain registration attempts or set-up the RAN timers to avoid this quick change back to 3G, but we would need to configure the RAN in serving area to return that message to certain registration attempts. 
Different operators have different strategies on how their subscribers are homed onto their HLRs and thus may propose that the logic be placed in the RAN rather than at the HLR. However, this cannot be achieved in all situations. 
It is AT&T’s view that it would be far better for the HLR to make the decision whether to send the "implement slower registration algorithm due to congestion situation" message.
Upgrades to the HLRs
Several upgrades were made to the HLRs, not discussed in this paper, to avoid going into overload and surviving an overload.
Standardisation Approaches
1. The standards could define some method to throttle a portion of the "registration surge" via instructions to a mobile device to cease attempting registrations for a period of time. One could envision how an HLR during a congestion situation could respond with a 'implement slower registration algorithm due to congestion situation' message. The MSC would map this message from the HLR into a similar message to the mobile device. The mobile device would then use longer timers between registration attempts. The longer time periods is for study. Once an HLR can slow down the chatter from enough mobiles to get a handle on incoming traffic, an HLR can successfully register all subscribers in a matter of a few minutes.
2. The standards could define some method to shut down a specific mobile, if that mobile is part of a "Denial of Service" attack. This does not appear to currently be a serious threat currently, but a massive number of rogue smartphones might be able to launch a registration surge to bring down an HLR. 
3. Others?
Proposals

AT&T proposes initiation of a study item on HLR Overload and solutions. 
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Registration signaling
14 messages between MSC-HLR are required to register a mobile for voice
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If any of the 14 messages is discarded, the mobile re-starts registration process
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