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Abstract of the contribution: This contribution presented a new key issue for policy control with end to end QoS monitoring.

Introduction:

The QoS Control and Usage Monitoring of the PCC requires accurate information of the packet data flow level so that operators can make corresponding policy adjustment and apply charging. However, the existing PCC framework provides only interfaces with the network entities, e.g. PCEF or BBERF. Therefore, the QoS monitoring at the data flow level requires the support of the specific IP-CAN. For example, the IP-CAN needs support bearer binding and management, and the PCEF or BBERF needs to support the mapping of the information. 

In certain IP-CANs, there is not bearer level management corresponds to the 3GPP access. For example, in an IEEE802.11 WLAN, the air interface bearer management terminates at the Access Point. There is no interface defined towards the external network. Therefore, the air interface statistics are not visible to the 3GPP PCC. 

Normally, the air interface performance decides the effective QoS for a packet data flow, as it is usually the bottleneck. Especially, for the applications requiring reliable transport, wireless link introduced delay and packet loss will affect the final end to end throughput due to the congestion control and retransmission.   All these will not be observable at the wired core network entities, e.g. the gateways. 

On the other hand, the mobile terminal, being a 3GPP entity that can be controlled by the operator/core network, is a good candidate to assist in gathering the accurate information about the end to end QoS level. As the mobile terminal is one end of the communication, it has all the necessary information for the end to end performance. Because 3GPP can mandate the behaviour of the mobile terminal, such changes does not have big impacts to the access technology, and therefore can be contained within 3GPP standardization process. 

IETF has already defined a framework and corresponding protocols for the end to end QoS monitoring at data flow level, namely the Real-time Application Quality-of-Service Monitoring (RAQMON) [1]. It also defined the message formats that can be used for the reporting of the QoS level that is useful for the policy control [2]. 

In view of the Policy enhance, such already standardized mechanism is highly desirable, and can be easily incorporated to achieve the targets. Because the protocol development is purely IP level, it is not confined with any specific IP-CAN access technology. Therefore, the same mechanism can be utilized by the operator for different IP-CANs. 

On the mobile terminal side, with deployment of such mechanism, the terminal can have a unified treatment of the QoS monitoring for all the IP-CAN access technology, and is therefore a great save in the development cost.

Proposed changes:

Add the following to appropriate part of TR23.813:

******************** Start of first change ****************************
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******************** End of first change ****************************

******************** Start of second change ****************************
4.x
Key Issue x: Policy Control based on network status 

4.x.1
Description

4.x.2
Alternative solutions

4.x.2.x
Solution x: Terminal assisted end to end QoS monitoring
Normally, the air interface performance decides the effective QoS for a packet data flow, as it is usually the bottleneck. Especially, for the applications requiring reliable transport, wireless link introduced delay and packet loss will affect the final end to end throughput due to the congestion control and retransmission.   All these will not be observable at the wired core network entities, e.g. the gateways. 

On the other hand, the mobile terminal, being a 3GPP entity that can be controlled by the operator/core network, is a good candidate to assist in gathering the accurate information about the end to end QoS level. As the mobile terminal is one end of the communication, it has all the necessary information for the end to end performance. Because 3GPP can mandate the behaviour of the mobile terminal, such changes does not have big impacts to the access technology, and therefore can be contained within 3GPP standardization process. 

IETF has already defined a framework and corresponding protocols for the end to end QoS monitoring at data flow level, namely the Real-time Application Quality-of-Service Monitoring (RAQMON) [x]. It also defined the message formats that can be used for the reporting of the QoS level that is useful for the policy control [y]. 

In Figure 4.x.2.x.1, a potential architecture for the use of the RAQMON for the terminal assisted end to end QoS monitoring scheme is presented. In this architecture, the Rxx interface is running the RAQMON protocol, and the information is transferred to the Report Collector that is collocated with the PCEF, i.e. the Gateway. 
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Figure 4.x.2.x.1: Architecture for terminal assisted QoS monitoring
In Figure 4.x.2.x.1, an alternative architecture for the use of the RAQMON for the terminal assisted end to end QoS monitoring scheme is presented. In this architecture, the Rxx interface is running the RAQMON protocol, and the information is transferred to the Report Collector that is collocated with the PCRF directly.
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Figure 4.x.2.x.2: Alternative architecture for terminal assisted QoS monitoring

******************** End of second change ****************************
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