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Abstract of the contribution: This contribution lists all CN based MTC overload control functions discusses following the interim conclusions and evaluates open issues and potential overlap arising from the different mechanisms.
1. Introduction

A number of overload control means are agreed following the MTC interim conclusions. This paper collects all the mechanisms and compares the approaches with each other also to identify when which of the mechanisms should apply, i.e. different of load control effects and different escalation levels.
2. Discussion

The interim conclusions do not detail whether all options described under a referenced TR clause apply or not. For this discussion here it is assumed that all referenced mechanism are agreed following the interim conclusions of the TR, also to capture all potential means in the discussion. The mechanisms but also the conditions triggering the usage are considered.
Following the interim conclusions the MTC load control means available for an MSC/SGSN/MME are:

1) (7.1.a) CN node rejects MTC devices that attach/update and identify themselves with IMSI, potentially with additional criteria based on IMSI analysis. The condition for the CN node to start this mechanism is not described. The condition for the CN node may be when a certain rate of attach/updates with IMSI is exceeded.
2) (7.1.c) CN node initiated MTC access class barring obviously with a few PLMN type based levels (e.g. for MTC roamers). It is described that the CN node needs to determine the cause of overload. This may to require to continuously monitor the traffic for specified PLMN categories, which is obviously only possible for categories “roaming UEs” and “UEs from a configured set of PLMNs”. Also described categories like “MTC devices that are not on a PLMN in the (U)SIM’s preferred PLMNs list” or “M2M devices that are not on an Equivalent HPLMN” are not visible to the CN node and such load cannot be monitored. Alternatively the CN node may start MTC access class barring based on processor load, which seem more appropriate when also the categories are wanted that the MM cannot monitor.
3) (7.1.d) CN node initiated RRC reject for MTC, which obviously does not allow for same PLMN type based differentiation that is described for access class barring. It is described that a CN node may initiate this specific RRC reject as the first step of overload control, obviously under general load status and possibly determined by processor load status.
4) (7.1.h) SGSN/MME reject connection requests for congested MTC APN. The CN node should apply the mechanism when the APN causes the congestion. This requires obviously some configuration of traffic criteria and APN specific monitoring by the CN node.
5) (7.1.h) SGSN/MME reject connection requests during congestion caused by MTC in general. It is described as the SGSN/MME congestion mechanisms can appropriately treat the “low priority access” in comparison to other accesses on internal SGSN/MME congestion mechanisms.
6) (7.1.j) Throttling of the signalling traffic generated by low priority MTC devices. An S4-SGSN or MME starting to experience overload (i.e. whose load exceeds a threshold to start MTC low priority traffic throttling) may reduce its load by requesting the SGW to throttle DL low priority MTC traffic for MTC devices in idle mode. 
Applying all these mechanisms together would require the CN nodes to monitor update/attach with IMSI, monitor traffic per PLMN type, perhaps trigger means based on processor load, APN specific monitoring, monitor MTC signalling traffic in general. 

Further some of the control mechanisms overlap with each other. We have 1) obviously as a subset of 5), i.e. attach/update with IMSI is a subset of connection requests. 2) and 3) overlap with each other partially if the PLMN types get not aligned and whether 2) or 3) should/can be used seems to depend on deployment (pool, sharing, dedicated CN node for MTC). 2), 3) and 5) work basically all three on MTC load in general. And also 4) works on MTC load in general even if segmented into APNs.
In addition RAN nodes may start MTC overload control based on internal load status or based on O&M.

As all overload functions together seems more than needed and more than manageable by a CN node following suggestions which of the mechanisms should be applied how by the CN nodes:

· use 1) for handling of overload caused by UEs changing PLMN. Indicating always the IMSI may save one signalling exchange between UE and CN node before interrogating the HSS. However an overloaded CN node may want to reject UEs without always interrogating HSS. The CN node may simply start to reject new arriving UEs, perhaps known from old RAI/LAI/MMEID. The IMSI indication would work only for new MTC devices, potentially only for a subset of MTC devices that are of low priority. Therefore it is suggested to analyse existing IEs without changing UEs to allow for applying the mechanism to UEs in general and not for a subset of MTC devices only. This specific overload control may be triggered by CN nodes monitoring a configured maximum rate of incoming UEs that change the PLMN. The overload handling is rejecting UEs on NAS level.
· combine 2) and 3) to a single mechanism from CN node point of view, i.e. Overload Start with one set of categories for both [bar MTC UEs with temporary ID from other PLMN, bar all MTC UEs] and let the RAN decide for using RR/RRC reject or MTC ACB. So only the RAN needs the knowledge about network configuration and preferences. The CN node starts this overload mechanism based on processor load as a step before the general overload control that is already defined in earlier releases.

· use 4) based on configured criteria for APN based load and use it for APNs in general instead of for MTC only. The SGSN/MME uses the NAS reject for overloaded APNs. This includes some special cases, e.g. when a GGSN/PGW is not reachable.
Other mechanisms should not be used by CN nodes as these would collide with above set.
3. Proposal
Adopt overload control for CN nodes as described above.
And update the TR conclusion section accordingly as below:

7
Conclusions

Editor's Note:
This section is intended to list conclusions that have been agreed during the course of the work item activities.
7.1
Interim conclusions for release 10 specification work

This clause contains the agreed conclusions corresponding to Key Issue 5.12 and 5.14. 3GPP Release 10 specifications should be developed in the following areas:

a) the UE behaviour changes outlined in bullets a, b, c, d, and e in clause 6.33. 6.3.3.c) provides a means for CN nodes to reject (MTC) UEs with also preventing subsequent network access for a longer period. 6.3.3.d) provides a means for the CN node to reject (MTC) UEs already after reception of the first NAS request message when UEs want to register with the CN node.
6.33.c for ALL M2M devices, modification of the behaviour following receipt of ‘fatal’ MM/GMM/EMM cause values such as “IMSI unknown in HLR”, “illegal ME” and “persistent” cause values such as “PLMN not allowed”. These cause values could be wrongly sent “in panic” by an overloaded (V)PLMN, or, in a denial of service attack by a (mobile) false base station. Following receipt of these cause values, a site visit to all M2M devices is untenable,  however, so is immediate re-accessing by the device. Some new middle ground is needed (e.g. retry at a randomly selected time between 24 and 48 hours later).

It is FFS whether the behaviour following receipt of “PLMN not allowed” needs modification or not. It may be sufficient to modify the behaviour for one of the “fatal causes” to cause a longer wait time before returning to normal operation, e.g. clarify “illegal ME” to prevent network access for 24..48 hours before returning to normal procedures. The existing behaviour (i.e. deleting the condition when switched off/on) can remain as it is and apply in parallel. So this behaviour can be applied to all UEs. Human users may interact before 24..48 hours so that different usage scenarios are supported.
6.33.d when the UE is Attaching to a new network, or, performing an RA update the CN nodes can derive from old LAI/RAI/GUMMEI whether the UE comes from a different PLMN in general or from a PLMN that is not an ePLMN. This allows the CN nodes to detect a sharp increase in load from new registering UEs from other networks. And the CN node may start overload control with the “fatal cause” from 6.33.c or with NAS reject causes with a shorter back-off time. 

It is FFS whether this solution is applicable to EUTRAN. This mechanism may also be used when many UEs change the RAT within the same PLMN, e.g. when issues with RAN or CN node of one RAT cause many UEs to change to another RAT of the same PLMN.
b) the M2M device indicators outlined in bullets a, b,and c in clause 6.34 (some of which are also mentioned in clauses 6.20, 6.23 and 6.26;

c) the non HPLMN (PLMN type) and Low-Priority-device style access class barring functionality outlined in clauses 5.12, 5.14 and 6.28.4; The classes or barring levels may be used for RAN node or O&M initiated MTC overload control by access class barring. For CN initiated MTC load control by RAN nodes the classes or barring levels that a CN node can request are aligned with conclusion d).
Note: Updates to SA1 specifications such as TS 22.011 may be needed.

'Course grained' (i.e. "Low-Priority-Access" and "PLMN type") MTC access barring triggered via O+M into the RAN, internal RAN functionality, and by signalling from the Core Network is expected to be included in Rel-10. Other options for broadcasting of MTC access barring by RAN (e.g. based on the APN or MTC Group) may be considered for Rel-11. 

d) the use of RR(C) connection reject messages with extended Wait Times outlined in clauses 6.23 and 6.26; A CN node can request the RAN to reduce MTC traffic from “UEs that access with a temporary ID from current PLMN” and from “all MTC devices”. The CN node does not differ between MTC reject or MTC access class barring performed by RAN. The RAN nodes decide based on their configuration and based on MTC load control from other CN nodes whether to use MTC reject or MTC access class barring.
e) the use of M2M device specific (long) periodic update timers in MM, GMM and EMM signalling, including signalling from HSS to MSC/SGSN/MME (see clause 6.20);

f) in combination with the use of long, MTC specific PTU/PRU/PLU timers, the specification of signalling that permits the operator to command M2M devices to use Network Mode Of Operation I while keeping existing mobiles in Network Mode of Operation II (see clauses 5.14 and 6.20); 

g) the specification of MM/GMM/EMM functionality that can limit load on CN entities of all local PLMNs (e.g. by the transmission of an RA Update ACCEPT message with PRU timer of 20 minutes rather than an RA Update Reject message);

h) the use of NAS-level back-off timer per APN to reject Attach and connectivity establishment requests as outlined in 6.22; This should be made available for APN based load control in general.
i) The use of connectivity establishment request rejection at MME/SGSN and PGW/GGSN as outlined in 6.22.
j) The use of the MME/SGSN overload control by DL MTC traffic throttling such as described in sect 6.30;

k) ///list to be completed. ///

7.2
Later Conclusions

Editor’s note: text to be added.
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