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Abstract of the contribution: The eNodeB capability should be considered when the PCRF sets the MBR to be greater than the GBR
Problem Statement 
In the last SA2 meeting, It was agreed that the PCRF shall check that the end-points have successfully negotiated the use of ECN before setting the MBR>GBR for 3GPP service like MTSI. It is assumed that when both of the end-points support the ECN, the end-point can trigger a codec rate reduction during congestion before the packets will be dropped in the network with the ECN pre-warning scheme.
But eNodeB capability of supporting the ECN is not considered when the PCRF make the decision of MBR>GBR yet. If the eNodeB the UE currently accessing to doesn’t support ECN, the UE will never receive the ECN congestion notification, and the UE will not be able to reduce the codec rate, and will cause the packet drop during congestion. 
There are two alternative ways to solve this problem:
1. eNBs which do not support MBR > GBR shall reject the E-RAB SETUP/MODIFY REQEUST with a proper cause to indicate to the MME of the reason of failure. The MME after receive the cause may forward the error indication to the PDN GW, and the PDN GW may initiate a new E-RAB setup/modification with GBR = MBR, and fall back to Rel9, i.e. ECN is still enabled, but the eNB will still guarantee the maximum bit rate of the codec. 
2. Or, the eNodeB which does not support MBR>GBR, after receiving the QoS parameter with MBR>GBR, sets the GBR = MBR, and always guarantee the MBR of the codec. The eNodeB return the modified QoS parameters back to PDN GW via MME.
3. The BBERF or PCEF indicates over Gxx/Gx whether the eNodeB the UE currently accessing supports the ECN, and the PCRF decides according to the eNodeB capability whether to set MBR > GBR.
Alternative 1 and Alternative 2 is simpler and has less impacts on other entities of the network, however, current RAN specs has not specify how the Pre-Rel10 eNodeB handles the error case of MBR > GBR if it doesn’t support it. Alternative 1 and Alternative 2 would then require the clarification in Rel8/Rel9 RAN specifications, and may have impact on Rel8/Rel9 eNodeBs.
Alternative 3 have impacts on MME, SGW, PGW, and PCRF, however, it doesn’t have impact on Pre-R10 network entities. If the eNodeB doesn’t support MBR>GBR, then the PCRF will not get the ECN support indication, hence will not set MBR>GBR in its QoS rule.
Considering compatibility with Rel8/Rel9 eNodeB, we therefore propose to adopt Alternative 2 as a mechanism to solve this problem, and the proposed change of TR 23.860 is as following:
Text Proposal for TR 23.860 V 10.0.0

6.5
Setting of Maximum Bit Rate (MBR) to be greater than the Guaranteed Bit Rate (GBR) over E-UTRA

The definition of MBR allows elastic applications (such as video) to make use of additional network resources that might be available for non-guaranteed periods of time. This allows the applications to take advantage of additional capacity when it is available while being flexible enough to react when such resources are no longer available to the application.

To achieve the gains for MBR it is necessary to support configuration of the MBR value greater than the GBR value. It should also be noted that setting MBR greater than GBR is already supported in UTRAN and such a configuration should also be supported for E-UTRAN.

To make MBR>GBR bearers useful for a 3GPP application / service (e.g., MTSI) based on a bit rate adaptive codec requires that when sending beyond GBR the media end-points become aware of incipient congestion ahead of time. This is to allow the media end-point to trigger a codec rate reduction before packets need to be dropped in the network. With the Explicit Congestion Notification (ECN) scheme supported for UTRA/HSPA and E-UTRA, and for voice and video Codecs this requirement is met. So given that the media end-points have successfully negotiated the use of ECN no problem has been identified with simply allowing MBR>GBR bearers.

No additional functionality has been identified beyond what has already been specified in Rel-8 that would be required from a UE to support MBR>GBR bearers. On NAS level a UE shall anyway not reject a dedicated bearer based on QoS parameters (see dedicated establishment procedure in 23.401: "The UE may provide the EPS Bearer QoS parameters to the application handling the traffic flow. The application usage of the EPS Bearer QoS is implementation dependent. The UE shall not reject the RRC Connection Reconfiguration on the basis of the EPS Bearer QoS parameters contained in the Session Management Request.").

SA4 has stated [S4-070314] that for 3GPP services like MTSI packet dropping is not an acceptable means to trigger a codec rate reduction. In particular for video the error propagation may greatly damage video quality. SA WG4 even states: "Dropping packets may actually increase the media bit rate if e.g. frame redundancy is invoked due to degraded channel conditions." This is why an operator may want to configure a policy that the PCRF shall check that the end-points have successfully negotiated the use of ECN, i.e. that a congestion pre-warning scheme has been put in place, before the network sets MBR>GBR for 3GPP services like MTSI. Note that MBR>GBR is allowed already in 2G/3G pre-Rel-8.
The PCRF shall only set the MBR to be greater than the GBR in a PCC rule to be sent to the PCEF if and only if

1. the AF indicates over Rx that the end-points have successfully negotiated the use ECN

2. the BBERF/PCEF indicates over Gxx/Gx that the eNodeB the UE currently accessing to supports the ECN.
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