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Introduction
The applicability of LIPA has been raised both in the residential and in the corporate network scenario in combination with H(e)NB deployments. The contribution analyzes differences between the corporate and residential deployments, and shows that the existing procedures with a local SGW can be used as a solution, which avoids the complexity and architectural issues of other solutions.
Differences between corporate and residential H(e)NB deployments
While both the residential and the corporate scenarios may use H(e)NBs, requirements on the solution may be quite different. We analyze some of the differences below. 
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Figure 1: Residential vs. corporate scenario. (Note that security GWs and H(e)NB GWs are not shown for simplicity. All traffic needs to be properly secured.)

· Corporate scenarios may require larger coverage, and hence they may involve multiple H(e)NBs. In contrast, residential solutions need to focus on a single H(e)NB only. 
· As a consequence, in a corporate scenario the local PGW may be separate from the H(e)NB, since the UE may move between H(e)NBs while the PGW remains unchanged. In contrast, for residential usage the H(e)NB can be co-located with the local PGW; that assumption is expected to simplify solutions, and no significant benefit is seen from separating the H(e)NB and logical PGW nodes in the residential scenario. (Note though that the co-located H(e)NB and PGW may be separate from the residential gateway and/or modem providing fixed connectivity.)
· While residential deployments would typically be done by end users, corporate deployments could typically be made by skilled personnel. Hence we can expect e.g., more planning concerning the setup of radio cells for better coverage, and expertise to manage e.g., a standalone GW node. Also, tighter co-operation is expected between corporate and a mobile operator such that the mobile operator is involved in the planning and deployment. 
· Scenarios termed as “corporate” may also include cases such as campuses, and it might be possible for the operator to provide public access to all subscribers. In such scenarios, the coverage may be provided by a mixture of H(e)NBs and macro or pico (e)NBs. Hence an efficient interworking with existing mobility procedures of (e)NBs is important for the “corporate” scenario. 

· For corporate deployments, the solution must be extensible to also cover mobility not only within the corporate network, but also into or out of the corporate network. Even if such mobility may not be required initially, the possibility to cover mobility into or out of the corporate network is an expectable requirement at some point. For corporate users, it is very logical to expect mobility out of the corporate premises as a significant portion of workforce is typically mobile – this is especially so for a 3GPP terminal based solution for which users are accustomed to mobility support. For similar reasons, the solution must be extensible for remote access to the corporate network. For residential deployments these requirements may also apply, although their importance could be higher for the corporate case. 
· Corporate usage may impose additional security constraints that might not be present in residential deployments. There are several reasons for this. On the one hand, corporate usage requires increased protection against threats in general. Besides, corporate networks typically have security solutions deployed already which must be taken into account. The solution must ensure that traffic between the separate H(e)NBs and local PGWs is properly secured. Additionally, the solution must also ensure that traffic exchanged between the local PGW and the mobile operator is properly secured. These security aspects are FFS. 
Solution 1 with local SGW for the corporate scenario
Similarly as solution 5 for the Macro-SIPTO case, LIPA for the corporate network can be solved by a variant of Solution 1 with a local SGW and PGW deployed in the corporate network. The solution has the following main characteristics, for an operator using EPC. 

· A standalone GW is deployed in the corporate network. This node is capable of providing both logical PGW and logical SGW functionality. (Alternatively the local SGW and PGW might be separate, although that appears less likely.)
· For users within the corporate network coverage, the SGW is selected to be at the local GW. This may be applicable to selected set of users only, e.g. the ones that are eligible for traffic offload within the corporate network. Users that do not require offloading of traffic can be served by an SGW in the mobile operator’s network. 
· Users have a dedicated PDN connection for offloading, which is performed at the local PGW taking also the SGW role. Operator traffic is carried on a separate PDN connection with the PGW in the operator network, but the SGW role is taken by the local GW. 
· All existing system procedures are preserved. 

Note that the SGW functionality of the local GW does not add significant implementation costs to the local GW. Since the local GW would anyway need to implement GTP tunneling and the associated control plane functions, the additional SGW function is limited to initiation of paging and the associated buffering. 

For an operator running a 3G non-EPC network, we have the logical GGSN role in the local GW, and SGW related aspects are of course not applicable. Direct tunneling between HNBs and the local GGSN can be used to keep the traffic within the corporate network. 

On alternative solutions for the corporate scenario with standalone PGW 
A number of customized variants of Solution 1 have been raised for the corporate scenario, i.e., for allowing mobility for UEs moving between H(e)NBs. These are analyzed below. 

Defining a new control reference point Sxx between H(e)NB and PGW: This solution is based on setting up a direct tunnel between the current H(e)NB and the PGW using direct signaling between H(e)NB and PGW on a newly defined reference point. 

This requires all the mobility procedures to be updated, and would also affect idle-connection transition procedures and session management procedures. The new reference point has a large impact as it modifies the architecture itself. Note that besides the current Rel-7 way of Direct tunnel and EPC’s direct tunnel towards the SGW, this would be the third type of direct tunnel mechanism, where such a proliferation of different architectural models is expected to increase the deployment costs. 
The new dedicated corporate mobility mechanisms would need to be switched on/off in case of mobility into or out of the corporate network which is another complexity issue. It is not yet clear how the solution would be extended to handle mobility into or out of the corporate network. 
Direct H(e)NB-PGW tunnel managed via SGW. In this solution the direct tunnel is set up using extra parameters on S11/S4 and S5. This avoids a new interface, but on the other hand it requires SGW impacts. That implies that all SGWs require an upgrade in the network which may potentially be used by subscribers eligible for corporate offload; which may in fact be all the SGWs. Such an upgrade might not be cost effective, and also presents migration issues. 
This solution would also affect all connected mode mobility procedures, idle-connected transition procedures as well as session management procedures. In effect this would create a new mode of operation for connected mode that would need to be properly switched on/off in the core network. This is expected to require significant costs. 
Large residential or small corporate deployments

There may be deployments such as larger residential or small corporate deployments where the coverage of a single H(e)NB is not sufficient, nevertheless the network is not large enough to motivate bigger investments from the user’s and the operator’s parts. These deployments can be convenient to handle similar to residential deployments but with more nodes. For these cases, the following solution can be applied. 
· The H(e)NBs are co-located with a PGW, and when the user stays at the local PGW a node-internal shortcut is applied as defined for the S5 based variant 1 of solution 1. 

· When a UE moves from H(e)NB A to H(e)NB B, the PGW functions for LIPA traffic remain at the old L-GW collocated with H(e)NB A. This means that LIPA traffic is routed via the SGW in the operator core network. This is clearly inefficient, but could be acceptable during mobility for a period of time. (A parallel operator connectivity may also exist which is optimally routed to a PGW in the operator network.)
· After a timeout period has passed or when user inactivity is detected, the inefficiently routed LIPA connection can be released, with indication towards the UE to set up a new connection. This is similar to the agreed SIPTO behaviour. The UE sets up a new connection which will get a new local PGW selected at the current H(e)NB, which then eliminates the routing inefficiency. Appropriate network configuration may be used to ensure that the same local IP address is allocated to the terminal. 
This approach is simple to deploy, as it enables the extension of a local network by adding the same type of network element, a H(e)NB with a co-located PGW, as is used for a residential deployment with a single H(e)NB. There is a routing inefficiency for a transitional period of time, but this has limited effect as most of the users are expected to be stationary for most of the cases when the network is actually in use. This can be regarded as a good trade-off for the scenarios when a single H(e)NB is not enough, but the user and the network operator is reluctant to invest in a standalone GW and the associated complexity. 
Conclusions
For corporate deployments, we propose to take the approach of selecting the SGW in the corporate network for the standalone GW case instead of defining exceptional mobility handling. Even if mobility into and out of the corporate network is supported, it is expected that typical users who take advantage of traffic offload would stay in corporate network coverage for a longer period of time, hence the frequency of SGW relocations at mobility into or out of the corporate network would not become excessive. The customized mobility solutions listed above using a new type of direct tunnel introduce extra complexity and make it more difficult to integrate with existing systems and procedures, and are not expected to give significant gains compared to using the existing procedures with the SGW and PGW both located in the corporate network. 

Note however that in the residential network scenario with a single H(e)NB and co-located logical PGW, there is no need to support mobility from one H(e)NB to another H(e)NB. In that collocated scenario, the S5 based variant 1 of solution 1 could be implemented with little or no impact to existing system procedures. That is because establishing a node-internal shortcut between a co-located H(e)NB and PGW can be realized without additional signaling messages or interfaces.

For larger residential or smaller enterprise use cases, we propose to deploy multiple co-located H(e)NBs with PGWs which apply the S5 based variant 1 of solution 1. When the terminal is stationary, this provides optimal performance based on a node-internal shortcut. For a mobile terminal this causes sub-optimal routing, but this can be regarded as temporary since the connection can be re-established with a GW at the new location after a timeout period has passed. 
Proposal

It is proposed to capture the use of a standalone local GW including the SGW role as a variant of solution 1 in TR 23.829. Note however that the solution is not “new” as it relies on existing functionality. 

***************** START CHANGE ************************

5.2.3.X
Architectural variant 3 for LIPA: local SGW
· A standalone GW is deployed in the corporate network. This node is capable of providing both logical PGW and logical SGW functionality. (Alternatively the local SGW and PGW might be separate, although that appears less likely.)

· For users within the corporate network coverage, the SGW is selected to be at the the local GW. This may be applicable to selected set of users only, e.g. the ones that are eligible for traffic offload within the corporate network. Users that do not require offloading of traffic can be served by an SGW in the mobile operator’s network. 

· Users have a dedicated PDN connection for offloading, which is performed at the local PGW taking also the SGW role. Operator traffic is carried on a separate PDN connection with the PGW in the operator network, but the SGW role is taken by the local GW. 

· All existing system procedures are preserved. 

Note that the SGW functionality of the local GW does not add significant implementation costs to the local GW. Since the local GW would anyway need to implement GTP tunneling and the associated control plane functions, the additional SGW function is limited to initiation of paging and the associated buffering. 

For an operator running a 3G non-EPC network, we have the logical GGSN role in the local GW, and SGW related aspects are of course not applicable. Direct tunneling between HNBs and the local GGSN can be used to keep the traffic within the corporate network. 

******************NEXT CHANGE**************************

5.2.3.1.3 Inter-HeNB mobility
There may be deployments such as larger residential or small corporate deployments where the coverage of a single H(e)NB is not sufficient, nevertheless the network is not large enough to motivate bigger investments from the user’s and the operator’s parts. These deployments can be convenient to handle similar to residential deployments but with more nodes. For these cases, the following solution can be applied. 

· The H(e)NBs are co-located with a PGW, and when the user stays at the local PGW a node-internal shortcut is applied as defined for the S5 based variant 1 of solution 1. 

· When a UE moves from H(e)NB A to H(e)NB B, the PGW functions for LIPA traffic remain at the old L-GW collocated with H(e)NB A. This means that LIPA traffic is routed via the SGW in the operator core network. This is clearly inefficient, but could be acceptable during mobility for a period of time. (A parallel operator connectivity may also exist which is optimally routed to a PGW in the operator network.)

· After a timeout period has passed or when user inactivity is detected, the inefficiently routed LIPA connection can be released, with indication towards the UE to set up a new connection. This is similar to the agreed SIPTO behaviour. The UE sets up a new connection which will get a new local PGW selected at the current H(e)NB, which then eliminates the routing inefficiency. Appropriate network configuration may be used to ensure that the same local IP address is allocated to the terminal. 
This approach is simple to deploy, as it enables the extension of a local network by adding the same type of network element, a H(e)NB with a co-located PGW, as is used for a residential deployment with a single H(e)NB. There is a routing inefficiency for a transitional period of time, but this has limited effect as most of the users are expected to be stationary for most of the cases when the network is actually in use. This can be regarded as a good trade-off for the scenarios when a single H(e)NB is not enough, but the user and the network operator is reluctant to invest in a standalone GW and the associated complexity. 


******************END CHANGE**************************

3GPP

SA WG2 TD


_1324712427.doc
[image: image1.emf]3GPP network 3GPP network


Corporate network


(H)(e)NB


(H)(e)NB


(H)(e)NB


PGW


SGW


MME/


SGSN


PGW


Corporate 


user


Offloaded 


traffic


Operator traffic


Corporate scenario


3GPP network 3GPP network


MME/


SGSN


PGW


SGW


Operator traffic


Residential scenario


H(e)NB


&


L-GW


Residential


user


Offloaded 


traffic





