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Abstract of the contribution: This document presents requirements for a Virtual Interface that a multi-interface enabled IP host needs to implement for supporting various features related to multi-access and flow mobility support. It reviews these requirements from the perspective of a 3GPP UE and in the 3GPP usage context. This paper serves as a high-level discussion paper.
1. 
Introduction

Virtual Interface (also referred to as a logical interface) is a software semantic internal to the host operating system. This semantic is widely available in all well-known operating systems, in different forms, and is used by many applications and protocol implementations (Example: IPsec client, Mobile IP client, L2TP client and Layer-3 Tunnel Interface). The virtual interface support is also required on a multi-interface enabled 3GPP UE for supporting various scenarios related to multi-access attachment and for handovers between different access networks. However, currently this is no document from any of the standards organizations that identifies the precise properties of a virtual interface and the behaviour of an IP stack when using this virtual interface. 

IETF in an attempt to address this issue is currently working on identifying a base set of properties for a virtual interface that any IP host implementation can consistently provide, so it can support various IP mobility management features such as multi-homing, inter-technology handovers and IP flow mobility. This work is now covered in the Logical Interface draft [4], which is currently under the working group discussions and on track for standardization. All the key issues around this approach have been discussed and it is expected to resolve any remaining minor issues over the next couple of weeks.

The objective of this paper is to review these requirements and properties from the perspective of a 3GPP UE, so to ensure these requirements are sufficient for supporting various multi-access scenarios, including the basic handover scenario covered in Rel-8 of 3GPP TS 23.402 [1] and the simultaneous multi-access scenarios described in Rel-10 of 3GPP TS 23.402 [1] and in MAPIM [2].

2. 
Virtual Interface Properties and IP Stack Behaviour

From the perspective of the IP stack and the applications, a Virtual Interface is just another interface on the host. A host does not see any difference between a virtual and a physical interface. All interfaces are represented as software objects to which IP address configuration is bound.  However, the Virtual Interface has some special properties that are essential for enabling inter-technology handover and flow-mobility features. The following are some of the key high-level properties of a virtual interface, specified in Section 4 of the Virtual Interface document [4]. 

· A Virtual interface appears to the host stack as any other physical interface. The IP address configuration can be bound to this interface by configuring one or more IPv4 and/or IPv6 addresses to this interface.

· Virtual interface has a relation to a set of physical interfaces on the host.  These physical interfaces in the context of Virtual interface are known as sub-interfaces.  These sub-interfaces provide transmit and receive functions for sending and receiving packets over physical links.  A Virtual interface can receive packets sent to any of its sub-interfaces.  In other words the UE accepts packets on any physical interface as long as the IP address is valid (downlink).

· The link-layer identifier of the Virtual interface is used in the link-layer header of the IP packets sent through this interface, and the link-layer address of the physical interface will not be used.

· The send/receive vectors of a Virtual interface are managed dynamically and are tied to the sub-interfaces.  The mapping between this Virtual interface and the sub-interfaces can change dynamically and this change will not be visible to the applications. The side effect of this is the ability for the application bound to the address configuration on the Virtual interface, to survive across inter-technology handoffs. Applications will survive across the mapping change between a Virtual interface and its sub interfaces.

· An IP link as seen by the applications that the Virtual interface is being part of through specific sub-interface(s), when changed to be as part of through a different set of sub interface(s), will not trigger session loss, address loss, as long as the prefix is valid, and the host continues to exchange Neighbor Discovery messages [RFC4861] from the IP routers to the Virtual interface over the sub-interface(s).

· The host has the path awareness of an IPv4/IPv6 link through a sub-interface and standard routing table(s) lookup (via the virtual interface) uses the sub-interfaces for packet forwarding. Addresses from Prefix P1, P2 tied to the Virtual interface, may have two different link paths, Prefix P1 over E0, Prefix P2 over E1, and this mapping may be reversed, without applications being aware of, and with the needed path changes on the network side.

· The Virtual interface MUST transmit uplink packets on the same physical interface on which the downlink packet was received for the particular prefix/flow.  This will guarantee that packets belonging to the same session (e.g. TCP connection) are routed along the same path (downlink and uplink).  In other words a flow mobility decision taken at the LMA/PDN gateway will be understood at the MN as an implicit decision when packets belonging to the same flow will arrive at a new interface.
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Note: In the case of un-trusted WLAN access network, the IPSec VPN tunnel will be established over WI-FI interface.  
3. 
Applicability Scenarios 

The Virtual Interface properties identified in Section 2 of this document are specified with the goal to support the following generic IP mobility requirements. These virtual interface requirements specific to the host are independent of the network signalling protocol (GTP or Proxy Mobile IPv6) in the access network. These requirements map to the flow mobility requirements specified in MAPIM [2].

Case-1: Inter-Technology Handovers
The UE performs handoff Inter-technology handoff. It was initially attached over Interface-1 (AT-1) to Interface-2 (AT-2). 

	Flow Group
(Source Prefix)
	Interface
(Before)
	Interface
(After)

	P1::/64
	Interface-1
	Interface-2

	P2::/64
	Interface-1
	Interface-2


Case-2: Multi-Access Support

The UE is initially attached to Interface-1 and later attaches to Interface-2. It will now use both the interfaces for its application flows.

	Flow Group
(Source Prefix)
	Interface
(Before)
	Interface
(After)

	P1::/64
	Interface-1
	Interface-1

	P2::/64 (New)
	X
	Interface-2 (New)


Case-3: IP Flow Group Movement (based on common source prefix)

The UE is attached to multi-access network. It moves a subset of the flows (all the flows using a specific prefix) to a new interface.

	Flow Group
(Source Prefix)
	Interface
(Before)
	Interface
(After)

	P1::/64
	Interface-1
	Interface-2

	P1::/64
	Interface-1
	Interface-2

	P3::/64
	Interface-2
	Interface-1


Case-4: Selective Flow Handoff

The UE performs selective flow movement between different access interfaces.

	Flow Group
(Source Prefix)
	Interface
(Before)
	Interface
(After)

	P1::/64
	Interface-1
	Interface-2

	P1::/64
	Interface-1
	Interface-1

	P3::/64
	Interface-2
	Interface-1


4. 
Conclusions

Based on the above discussion, we draw the following conclusions:

· A virtual interface implementation with the properties identified in Section 2 of this document, are sufficient for allowing the UE to perform inter-access handovers, when the access network has the requirement network-based mobility management support in place. The virtual interface layer will hide the inter-access handovers from the application sessions. Furthermore, it will also allow the UE to perform handovers between an IPsec VPN interface (address configuration obtained over IKEv2) and a physical interface such as LTE interface.
· It will also allow the UE to simultaneously attach to multiple access networks. The applications on the UE will have the ability to use any of the interfaces/source address for the application sessions.
· It will also allow the UE to switch between simultaneous multiple interface access mode to a single interface access mode.
· The requirements on the UE are independent of the backend protocol, GTP or Proxy Mobile IPv6.
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