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Abstract of the contribution: This contribution provides support service discovery protocols used in the home and enterprise.
Introduction

In SA2 77, we discussed S2-100081 [1] on “Impacts of multicast support for service discovery in supporting LIPA.” It was agreed to consider this problem offline and bring the results to SA2 79. 
TR 23.829 [2] states that H(e)NBs supporting LIPA shall be able to provide access to the multicast groups that are active on the home based network:

-
A H(e)NB supporting LIPA shall allow UEs to join multicast groups active on the home based network.

-
It shall be possible for a H(e)NB supporting LIPA to forward multicast traffic from the home based network to the UE and from the UE to the home based network.
This paper assesses the two most prominent multicast-based service discovery mechanisms in the consumer market for home and small office based services: Universal Plug and Play [3] and Bonjour [4] to indicate any additional support that may be required to enable service discovery across a H(e)NB router. 

This paper undertakes the following:

1. To explain Service discovery using UPnP and its multicast requirements.

2. To explain Service Discovery using Bonjour and Microsoft Networking and its configuration requirements.

3. To identify a potential interworking issue with MBMS and multicast forwarding at the HNB.

4. To supply references for (1)-(3)

5. To propose a solution to (1) above, as text changes to TR 23.829, TS 23.060 and TS 23.401.

Discussion

1 Universal Plug and Play
This is a suite of protocols and device profiles that allow interaction between devices such as personal computers, peripherals such as printers, consumer electronics, home appliances, mobile products and more. The UPnP Forum is responsible for producing specifications for service discovery to for interworking UPnP devices. 
1.1 UPnP Discovery – High Level Description
The essential operation of UPnP is a control point (e.g. a client) discovers devices and their services and then controls a particular service. The control aspects of UPnP exceed this summary. Discovery occurs in one of two ways: active search from the control point, passive discovery by the control point as when a device announces its existence initially.
Discovery in UPnP allows control points to find devices first, then device capabilities. A control point may also subscribe to events and determine changes in the device state.

(1) A UPnP Device must advertises its services to control point on the network by means of multicast.  A Control point must listen for such advertisements. This advertisement occurs initially, any time the Device status changes (e.g. IP address reconfiguration occurs or when the device becomes unavailable “bye-bye”) and periodically (before the soft-state cache time to live for each advertisement expires.)
(2) A control point may multicast a discovery message to search for certain devices, services or both initially or on demand. A search may be to all devices, to a specific device or to request certain services on a specific device.

(3) The form of a service advertisement is a service type, a globally unique ID for the device, a URI for learning more and optionally the parameters expressing the current state of the device. The description of the device includes a list of all services supported as well as attributes, control information, etc. These descriptions use XML according to schema agreed in the UPnP forum.
(4) A control point may obtain more information from a device about services by means of a Description Query message.

Details of subscription / notification events are left out as they are extraneous to the topic of discovery. The information 
SSDP port number 1900 http://www.iana.org/assignments/port-numbers.  Administratively scoped address 253.255.255.250 (SSDP, for earlier versions of UPnP) 253.255.255.246 (For the recent version of UPnP).
1.2 UPnP Discovery by a UE, H(e)NB of services in a Home / Small Office Network
Administratively scoped multicast is routed, but not outside an administrative domain. The default TTL=4 (e.g. in Windows [4]) means that up to four routers may be traversed as part of SSDP service discovery, or more recently TTL=2 for advertisements. 
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Figure 1: UPnP Discovery Procedures
Steps 1-5 describe ‘passive discovery.’

1. The Device advertises itself and its services. At this point the UE does not have an activated group membership on the H(e)NB so this message is not forwarded to the UE. This advertisement is sent initially by the Device, periodically and whenever essential networking characteristics of the Device change.
2. The UE joins the UPnP (or SSDP or both) multicast groups. Now multicast advertisements such as in step 3 and 8 can be received by the UE.

3. The Device advertises again as in step 1. This advertisement is forwarded to the UE.

4. Optionally, the UE, if it wants more information, may unicast a search request to the Device for service descriptions.

5. The Device responds with the requested service descriptions.

Steps 6-7 describe ‘active discovery.’

6. The UE multicasts a query that one or more devices may respond to. UPnP Devices will also send IGMP messages to the H(e)NB. This will ensure that the multicast request sent by the UE will be forwarded onto the link where the Device is present, as long as it is 4 (2 for the latest version of UPnP) hops away from the UE.

7. The Device(s) whose description matches the query respond appropriately to the UE. If the UE wishes more detailed  information it may request it from each device individually (as per steps 4 and 5 above.)

Step 8 describes ‘device shutdown.’

8. The Device, before it becomes unavailable, multicasts an advertisement that it will go off-line. This is a special case of ‘passive discovery’ described in steps 1-5.

The key points to notice here are:

· Multicast traffic must be sent both ways (from the UE to the network accessed via LIPA and from the network accessed by LIPA to the UE.)

· Forwarding multicast over the RAN occurs only when the UE requests such behavior (subsequent to sending the IGMP Join message).

· Multiple multicast groups are involved due to UPnP versions deployed in existing networks.
1.3 Recommendation:

Support IGMP in the router. The UE may use IGMP to properly participate in UPnP discovery. The LIPA router will then forward multicast packets to the UE. There is no need for a proxy ARP or other proxy mechanism in the H(e)NB beyond standard IGMP and IP routing functions.
2 Bonjour Service Discovery
The interaction between a client and a server using Bonjour is modelled upon AppleTalk Name Bind Protocol. Service instances are discovered, not hosts. Bonjour actually has two components – DNS-SD (DNS Service Discovery) [5] and mDNS (multicast DNS). [5.1] The former is the essential service discovery interaction and may take place using ‘normal’ DNS or link local multicast DNS.

mDNS only uses multicast on a single link. Thus, mDNS is not be applicable to UEs accessing a home network via a H(e)NB. This is because of the 3GPP link model that asserts that a single layer two link terminates in the gateway. The home network will consist of a distinct link. Therefore service discovery for Bonjour devices will not be performed using multicast. Rather normal unicast DNS messages according to DNS-SD conventions will be employed. The remainder of this section describes this process and the deployment requirements that would have to be fulfilled for Bonjour based discovery to succeed.
2.1 DNS-SD High Level Description
Services in DNS-SD are represented as follows: <instance>.<service>.<domain>. 

· <instance> is a human readable string: this will appear in a service browser. It can be a default name (usually the product name, adjusted automatically to remain unique in a given domain) or assigned by a user (e.g. over a web interface.) The instance name is unique in a particular domain. Use of the full name, including the <instance> allows a client to find the same service each time it searches.

· The <service> string describes the application protocol and the transport, e.g. _ipp._tcp expresses the Internet Printing Protocol running over TCP.

· The <domain> string identifies a DNS domain.
Service location information is added to the DNS either through an administrative interface or automatically, by means of secure DNS Update. [7] [8] Secure DNS Update requires security parameter configuration on devices and the DNS server to which it will perform the update. Again, this configuration may take place by means of administrative configuration.

The client knows a priori what service it needs. Clients also know their domain search order. This can be obtained via DHCP [6]. Alternatively, a client can use its default domain (which each host can determine by reverse look up on its configured address.) The client issues the queries described in the procedure below to the desired domain.
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Figure 2: DNS-SD Interaction

1. If used, the Server will perform secure DNS Update to a DNS Server to register the correct service information for all service instances it offers.

2. The DNS Server responds with the result of the DNS Update.
NOTE: If Secure Dynamic Update is not used, an administrator may simply register service information into a DNS server.

3. The Client performs a PTR query on a particular service type to obtain an enumeration of all service instances in that domain. This step is not necessary if the Client already knows which service instance it wishes to access.

4. The DNS Server replies with a list of strings that are in the form of service instances.

5. The Client requests the SRV and TXT RR corresponding with each service instance.

6. The Server replies with this information. Note that a SRV RR includes the domain name of the server, as well as other information (port number, priority & weight.) The server’s domain name must be resolved to an address. The Client should select a Server on the basis of the priority, weight and attributes (in the TXT RR) returned in this step.
7. The Client resolves the selected server’s name into an address. Step 7 and 8 may be unnecessary, as the A RR corresponding with all the services returned in the DNS SRV can be provided as additional RRs in step 5.

8. The DNS Server returns the A RR requested; this provides the Server’s address.

The Client may contact the Server and commence use of the Service (application) protocol.

One example how DNS-SD is commonly used is an ‘Airport Express Base Station’ connected to a stereo or hard drive or printer is configured to perform Secure Dynamic DNS Update to DynDNS.com (a service on the Internet). This allows a client anywhere on the Internet to discover their home service’s current IP address and access their home services.
2.2 DNS-SD Discovery by a UE, H(e)NB of services in a Home / Small Office Network
A UE could make use of DNS-SD. The UE would perform the above DNS look ups to the domain associated with the home / small office to which they are gaining access by means of a H(e)NB. The following constraints would need to be fulfilled to make this possible:

1. The UE would need to know the proper domain to search. See the comments on domain search order, above.

2. The UE could cache service information as per DNS rules and attempt to resolve the address of previously selected services when it returns to a network – e.g. to provide the expected default behavior. 

3. Is the DNS service information in the public DNS or only in the DNS of a private network?

a. If public, the UE may query the public DNS for service information, e.g. via DynDNS.com as per the example above.

b. If private, the UE must query a DNS server with access to private information.

To satisfy (1), either DHCP should supply the UE’s domain search order, or the UE can perform a reverse lookup of the PDN address it is assigned by the network to determine the domain it is in.

To satisfy (2), no special functionality is required beyond the normal DNS resolver in each host plus an application that has the ability to persistently store data.

To satisfy (3), a DNS server would be required. In an enterprise network, this goes without saying. In a home or very small office, a DNS server may not be present or difficult to administer. This function, together with the DHCP server could potentially be supported in the H(e)NB node itself.

DNS-SD would support Client discovery of home office / small office / enterprise services using Remote Access via 3GPP (when this is defined) or via a home gateway as well as through a H(e)NB.
2.3 Microsoft Windows Client Configuration and Enterprise Service Configuration
Microsoft enterprise networks employ essentially the same core mechanism as Bonjour to locate the appropriate directory service for the Windows client. The Windows client uses DHCP to obtain a domain search list and domain server list. The windows client uses this to construct proper queries for the SRV RR corresponding to a Directory Server. From the directory, the Windows client obtains essential service location information (for example, to discover local printers.) This eliminates the need to use NetBIOS broadcast based discovery on a LAN. 

Microsoft Windows’ use of DNS is not the same as that for Bonjour, as the service discovery procedures are defined as an application interaction between the Windows client and the Directory Server. However, both mechanisms rely upon exactly the same DHCP configuration options.
2.4 Recommendation:

The following recommendations constitute application layer configuration which is generally out of scope of 3GPP standardization. Still, it is valuable to note that certain mobile equipment side support coupled with DHCP configuration (under the control of the mobile operator) will enable successful wide area service discovery.

Recommendation 1: To support UEs best to discover local services, the DHCP configuration of domain search list and domain server list options should be configurable on the UE and offered by the DHCP server. 
Evaluation: This would add to the required functions of the LIPA H(e)NB DHCP server and the UE DHCP client. In a split terminal the DHCP client may be in the ME not the MT. 
Recommendation 2: Though wide area service discovery is then out of scope for 3GPP, a UE could employ an internet hosted DNS server employing Secure Dynamic Update of the DNS. The LIPA H(e)NB may DNS service (together with secure dynamic update); this is not excluded but also not required. Adding this function to an LIPA H(e)NB would allow support of Bonjour or Windows Directory based services on the home or enterprise network even in the absence of other infrastructure.
Evaluation:  Adding a DNS server with dynamic update capabilities to the LIPA H(e)NB would necessitate additional administrative interfaces and add administrative complexity.

3 Multicast Mode MBMS and HNB-based forwarding of multicast IP Packets

The changes suggested in this contribution would result in a UE reporting multicast groups to a HNB and the HNB forwarding multicast IP datagrams from the LIPA network to the UE. 

Consider a legacy UE e.g. rel.6 that supports multicast mode MBMS [9] to make use of an operator supplied service. The UE unaware that is camped in a HNB and that its PDP context has turned to be LIPA-enabled sends an “IGMP Join” to activate this service. When the UE is employing a HNB and LIPA, MBMS is not used. The HNB supporting LIPA will however receive the IGMP join and forward datagrams sent to this multicast group in the LIPA network to the UE. There is a chance that the enterprise or domestic network will use the same multicast group as the operator uses for MBMS for a different purpose. A UE application may receive an enterprise multicast transmission where it expects an operator MBMS service multicast transmission. This could cause the UE application to fail unexpectedly.
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5 Proposal

Add the following section to TR 23.829
First Change

5.X
Solution – Support of Multicast between a UE and a Home-based Network
5.X.1
Applicability

This solution concerns only the requirement from 4.3 concerning multicast communication between a UE and a home based network. 
5.X.2
Architecture Principles
In this solution:

· existing IETF standards and their implied routing behavior are supported in the H(e)NB as a mandatory feature, 
· while existing IETF standards are supported in the UE as an optional feature. 
· There is no impact on the control plane.
· Avoids LIPA forwarding of multicast services by residential or enterprise network where these are expected by the UE to be operator multicast services.
5.X.3
Multicast Capabilities and Behavior
The agreed requirements include:
1. A H(e)NB supporting LIPA shall allow UEs to join multicast groups active on the home based network.

2. It shall be possible for a H(e)NB supporting LIPA to forward multicast traffic from the home based network to the UE and from the UE to the home based network.
3. It shall be possible for HNB to avoid clashes between operator provided multicast services (MBMS) and multicast services provided by the domestic or enterprise network served by LIPA for MBMS capable UEs 
To support (1), the UE may send IGMP Join messages to the first available router as per IGMPv3 [RFC 3376] and MLDv2 [RFC 3810].  To support (2) The H(e)NB supporting LIPA L-GW shall modify its IP Packet forwarding behavior so as to forward multicast packets from the home network to the UE by means of unicast IP packets over the radio bearer when the UE has previously employed either IGMPv3 or MLDv2 to report its multicast group membership.
In addition, to support the requirement in (2) for IP Packet forwarding of multicast packets from the UE to the home based network, the H(e)NB shall support IGMPv3 and MLDv2 messages from hosts on the home network. When the UE, attached to a home based network by means of a H(e)NB, sends an IP datagram to a multicast address destination, the H(e)NB shall forward this datagram to the home based network if members of the destination group exist.
End of Change
Second Change
6.X
Evaluation of Multicast Support of Multicast between a UE and a Home-based Network

The solution in 5.X has the following impacts:
The H(e)NB

· shall receive and interpret multicast IGMPv3 [x] and MLDv2 [y] report messages from the home based network and the UE.
· shall modify its IP Packet forwarding behavior accordingly, to forward multicast traffic either to the UE from the home based network or to the home based network from the UE.
· shall perform checks to avoid clashes between operator provided multicast services (MBMS) and multicast services provided by the domestic or enterprise network served by LIPA for MBMS capable UEs

The UE

· may transmit IGMPv3 [x] or MLDv2 [y] messages to indicate that an application on the UE receives IP packets to an specific multicast group.
End of Change
Third Change
7.X
Conclusion on Multicast Support between a UE and a Home-based Network

Solution 5.X, evaluated in 6.X is adequate and the impact is modest. This solution shall be included in release 10 normative specifications.
Checks to avoid clashes between operator provided multicast services (MBMS) and multicast services provided by domestic or enterprise networks served by LIPA for MBMS capable UEs are left FFS.
End of Change
Fourth Change
8.2
23.401
8.2.X
Changes for Multicast Support between a UE and a Home-based Network
Add the additional clauses to 23.401:
4.3.3.X
IP Multicast Forwarding between a LIPA network and a UE
The Home eNodeB Local Gateway providing LIPA access to a network supports forwarding of multicast IP datagrams between the UE and the LIPA network.
5.X 
Home NodeB Multicast Routing Function

A Home eNodeB L-GW providing LIPA access to a UE shall receive and process IGMPv3 [6] / MLDv2 [7] messages sent either by the LIPA network or by the UE. Based upon these messages, the Home NodeB L-GW providing LIPA access to the UE shall forward IP multicast datagrams sent by the UE to the LIPA network, or from the LIPA network to the UE, as appropriate.

The UE may implement IGMPv3 [x] / MLDv2 [y] to report multicast groups that the UE seeks to receive.
8.3
23.060

8.3.X
Changes for Multicast Support between a UE and a Home-based Network

Add an additional clause to 23.060:

9.X 
Home NodeB Multicast Routing Function

A Home NodeB L-GW providing LIPA access to a UE shall receive and process IGMPv3 [6] / MLDv2 [7] messages sent either by the LIPA network or by the UE. Based upon these messages, the Home NodeB providing LIPA access to the UE shall forward multicast IP datagrams sent by the UE to the LIPA network, or from the LIPA network to the UE, as appropriate.
The UE may implement IGMPv3 [x] / MLDv2 [y] to report multicast groups that the UE seeks to receive.
End of Change
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