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This document considers the procedural impacts related to Session Management to support LIPA for Solution 1 - Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection, documented in TR 23.829.
1. 
Introduction

As stated in TR 23.829 section 5.2.2.1, the common architectural principles to both UMTS and EPS related to Session Management defined in solution 1 are as follows:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;

-
LIPA PDN can be identified by a well-defined APN;
-
Session management signalling (Bearer setup, etc.) terminates in the core network;
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network.
Based on these principles we consider what is required to support the following procedures:

-
L-GW selection, i.e., how the SGSN/MME selects the corresponding L-GW to support the LIPA traffic; 

-
Enabling/disabling LIPA on a per UE basis (based on the requirement in TS 22.220);
NOTE:
Enabling/disabling LIPA on a per H(e)NB basis based on the requirement in TS 22.220 is left to OAM.

-
Establishing the LIPA PDN connection, i.e. how the PDN connection/ PDP context for LIPA is established for a UE connected to a H(e)NB, including authorization of the UE for LIPA traffic; and

-
Managing the LIPA PDN connection, i.e., how the PDN connection/ PDP context for LIPA is managed as the UE moves around and transitions between idle and connected states.

NOTE:
Mobility management procedures for LIPA traffic are considered in other contributions.

The following sections analyse the procedural impacts related to session management for supporting the PDN connection/ PDP context specifically for LIPA traffic. 

2. 
Procedural impacts to support LIPA traffic 

2.1 
L-GW selection

In order for LIPA to work correctly, the SGSN/MME needs to be able to choose the correct L-GW for LIPA traffic based on the H(e)NB where the UE is connected. The options for the SGSN/MME to perform L-GW discovery as defined in Section 6.1 (of TR 23.829) are to (a) perform a DNS lookup, or (b) for the RAN node to provide the IP address of the L-GW.

In the case of the RAN node providing the IP address, it is suggested in solution 3 (in TR 23.829 section 5.4.2) that:

-
The H(e)NB provides the SGSN/MME with the IP address(es) of the L-GW for LIPA. The H(e)NB provides this information to the SGSN/MME at every UE connection establishment for PS service and, from the target H(e)NB, at every HO;

-
The SGSN/MME uses the information from the H(e)NB to potentially override the normal L-GW selection algorithm; and

NOTE:
If the L-GW is co-located with the H(e)NB, the H(e)NB provides its own IP address. For a standalone L-GW (if supported), the IP address of the L-GW could be configured using OAM.

Alternatively, in contribution S2-101295, a more detailed analysis is applied on how to perform L-GW selection for H(e)NB in the case of LIPA. In this contribution, a detailed analysis is performed for the use of DNS when the L-GW is co-located with the H(e)NB.

While the DNS solution may work, the RAN node providing the IP address is a simpler approach which will provide better scalability. In addition, the IP address may be used as an indication to the SGSN/MME that LIPA is available at this H(e)NB. 
Conclusion 1: The H(e)NB provides the IP address of the L-GW to the SGSN/MME at every UE connection establishment for PS service and, from the target H(e)NB, at every HO. The SGSN/MME uses the information from the H(e)NB to potentially override the normal L-GW selection algorithm.
2.2 
Enabling/disabling LIPA on a per UE basis
The following requirements are related to enabling/disabling LIPA in TS 22.220:

-
The mobile operator shall be able to enable/disable Local IP Access per H(e)NB and per UE. 
-
The HPLMN shall be able to disable LIPA usage when the UE roams to particular VPLMNs.

In 3GPP specifications the enabling/disabling of the LIPA PDN is controlled by network policies based on user subscription. This framework allows for a few options such as the following, which use the same principles as defined for SIPTO for the macro: 

Alt. A. per UE LIPA control: A new LIPA_enabled flag is defined in the user’s subscription, where the flag indicates whether LIPA is enabled/disabled for the user. This option gives flexibility for the operator to be able to configure LIPA on a per UE basis. 

Alt. B. per UE per PLMN LIPA control: A new LIPA_enabled flag is defined in the user’s subscription for each PLMN, where the flag indicates whether LIPA is enabled/disabled for the user in that PLMN. This option gives flexibility for the operator to be able to configure LIPA on a per UE per PLMN basis.

Alt. C. per UE per CSG LIPA control: A new LIPA_enabled flag is defined for each CSG in the user’s subscription, where the flag indicates whether LIPA is enabled/disabled for the user in that CSG. This option gives the most flexibility for the operator to be able to configure LIPA on a per UE per CSG basis which incidentally includes per PLMN LIPA control.

Conclusion 2: Multiple levels of control are available for enabling LIPA on a per UE basis such as: LIPA_enabled flag in HSS per UE, per PLMN, or per CSG depending on the granularity of control desired by the operator. 

2.3 Establishing the LIPA PDN connection

The next issue to consider is how the PDN connection/PDP context for LIPA is established for a UE connected to a H(e)NB, including authorization of the UE for LIPA traffic. 

In the current architecture, the UE is responsible for initiating a PDP context/PDN connection. Therefore, to be consistent with the current architecture, it makes sense to look at how the PDN connection/PDP context for LIPA is established in the context of general PDP context/PDN connectivity activation.

2.3.1 PDP context activation

A LIPA PDP context can be activated using the existing PDP context activation procedures defined in TS 23.060, with the following small changes namely: One of the options in Section 2.2 above can be used to determine LIPA eligibility; and the GW selection procedures need to be modified to determine the correct LIPA L-GW.

Figure 1 shows the PDP context activation call flow from TS 23.060. The changes are as follows:

-
When sending the Activate PDP Context Request, the UE requests a LIPA PDN using either (a) a well-defined APN; or (b) a specific indication independent of the APN, as stated in section 4.3 of TR 23.829.

-
Based on the requirement in TS 22.220, an indication may be sent to the UE on whether the PDN connection for LIPA traffic can be initiated and/or on the APN to request, as described in section 5.2.2.2.1 of TR 23.829
- 
After receiving message 1, the SGSN may use one of the alternatives in Section 2.2 above to determine whether LIPA is enabled/disabled in the user’s subscription information.
-
Depending on the granularity that LIPA is enabled for, the SGSN may need to check the UE’s CSG subscription information based on the CSG ID provided when the UE connects to a H(e)NB. 

-
If LIPA is enabled, the SGSN needs to perform LIPA L-GW selection using the mechanism defined in 2.1 to determine where to send the Create PDP Context Request message.

The rest of the procedures are the same as those defined in TS 23.060 Section 9.2.2.1.
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Figure 1 Call flows for PDP context activation
NOTE: 
The interaction with PCRF is not shown as static policy is used to manage the establishment of QoS resources (i.e. dedicated bearers or secondary PDP contexts) in Rel-10.
2.3.2 PDN connectivity activation

In a similar manner to PDP context activation, the PDN connectivity activation procedures for LIPA can reuse the existing PDN connectivity activation procedures defined in TS 23.401, with the same additions. 

Figure 2 shows PDN connectivity activation call flow from TS 23.401. The changes are as follows:

-
When sending the PDN Connectivity Request, the UE requests a LIPA PDN using either (a) a well-defined APN; or (b) a specific indication independent of the APN as stated in section 4.3 of TR 23.829.

-
Based on the requirement in TS 22.220, an indication may be sent to the UE on whether the PDN connection for LIPA traffic can be initiated and/or on the APN to request as described in section 5.2.2.2.1 of TR 23.829
- 
After receiving message 1, the MME may use one of the alternatives in Section 2.2 above to determine whether LIPA is enabled/disabled in the user’s subscription information.

-
Depending on the granularity that LIPA is enabled for, the MME may need to check the UE’s CSG subscription information based on the CSG ID provided when the UE connects to a H(e)NB. 

-
If LIPA is enabled, the MME needs to perform LIPA L-GW selection using the mechanism defined in 2.1 to determine where to send the Create Session Request message.
-
In the case of the S5 alternative, to ensure a direct tunnel between the HeNB and the L-GW is created the following changes are also needed:

-
In step 7, the S1-AP message includes the S5 TEID parameter assigned by the L-GW in step 5 for each E-RAB in the E-RAB to be Setup List
The rest of the procedures are the same as those defined in TS 23.401 Section 5.10.2.
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Figure 2 Call flows for PDN connection activation
NOTE: 
The interaction with PCRF is not shown as static policy is used to manage the establishment of QoS resources (i.e. dedicated bearers or secondary PDP contexts) in Rel-10.
Conclusion 3: The existing procedures for PDP context/PDN connectivity activation can also be used to establish LIPA with minor changes to determine if LIPA is enabled/disabled for the UE and to perform L-GW selection at the SGSN/MME. 
2.4 Managing the LIPA PDN connection 

Once the PDN connection/PDP context for LIPA is established as described in 2.3, it must be possible to manage the PDP context/PDN connection as the UE moves around and transitions between idle and connected states.

The following requirements are related to mobility for LIPA in TS 22.220:

-
It shall be possible for a UE to maintain its IP connectivity to the residential/enterprise IP network when moving between H(e)NBs within the same residential/enterprise IP network. Any interruption to this IP connectivity shall be limited to levels comparable to that of the IP connectivity for PLMN services.

NOTE: 
Loss of access to the residential/enterprise IP network is acceptable as a UE moves out of H(e)NB coverage.

While not actually considering how to support mobility in this contribution, it is worthwhile to understand how an operator may deactivate the LIPA PDN connection based on a variety of conditions such as the following:
-
L-GW detects that an inactivity timer has expired on the PDN connection. 

-
The SGSN/MME detects that the UE moves out of an area defined for the L-GW supporting the LIPA traffic in connected mode. 

- 
The SGSN/MME detects that the UE moves out of a footprint defined for the L-GW supporting the LIPA traffic in idle mode. Note that even in idle mode a user may have existing sessions, and the SGSN/MME does not have accurate information about how long the LIPA connection has been inactive. 

NOTE:
Other conditions or a combination of them may also apply, for example due to UE mobility and/or SGSN/MME relocation. Due to the diversity of the possible trigger conditions and high number of sub-variants, realization of such conditions is left for implementation. 
2.4.1 PDP context deactivation

If PDP context deactivation procedures are used for LIPA, they can reuse the existing PDP context deactivation procedures defined in TS 23.060. This assumes some trigger condition that is applied in the SGSN or L-GW as discussed above. 

2.4.2 PDN connectivity deactivation

Similarly, if PDN connection deactivation procedures are used for LIPA, they can reuse the existing PDN connection deactivation procedures defined in TS 23.401. This assumes some trigger condition that is applied in the MME or P-GW as discussed above. 

Conclusion 4: The existing procedures for PDP context/PDN connectivity deactivation can also be used to deactivate the LIPA PDN. The L-GW and/or the SGSN/MME may use a variety of conditions to deactivate the LIPA PDN connection, based on mobility management triggers and/or implementation. 
3. Conclusion

It is proposed to agree on conclusions 1-4 based on the above analysis and to document them in the TR 23.829.

* * * First Change * * * *
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection

5.2.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

This solution is applicable for breakout "in the residential/enterprise IP network".

5.2.2
Architectural principles

5.2.2.1
General principles

Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;

-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and mobile operator's Core Network PDN connections;

-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the residential/enterprise network;

-
For traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;

-
LIPA PDN can be identified by a well-defined APN;

-
Mobility management signalling between UE and network is handled in the core network;

-
Session management signalling (Bearer setup, etc.) terminates in the core network;

-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;

-
For active UE's, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be studied, allowing the user plane to bypass the Core SGW and SGSN.
-
The existing procedures for PDP context/PDN connectivity activation are used to establish LIPA with minor changes to determine if LIPA is enabled/disabled for the UE and to perform L-GW selection at the SGSN/MME. 

-
The existing procedures for PDP context/PDN connectivity deactivation can also be used to deactivate LIPA. 
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
(none)

5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.

5.2.2.2.1
LIPA

P-GW functions for the support of LIPA services

They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;

-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.

These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services

It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core Network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network.

MME impacts for the support of LIPA services:

The SGSN/MME supports the following ESM functions for LIPA:
-
The H(e)NB provides the IP address of the L-GW to the SGSN/MME at every UE connection establishment for PS service and, from the target H(e)NB, at every HO. The SGSN/MME uses the information from the H(e)NB to potentially override the normal L-GW selection algorithm.
-
Multiple solutions exist for determining whether LIPA is applicable on a per UE basis, such as: LIPA_enabled flag in HSS per UE, per PLMN, or per CSG, depending on the granularity of control desired. The choice of the solution may depend on operator deployment preferences.

-
Alt. A. per UE LIPA control: A new LIPA_enabled flag is defined in the user’s subscription, where the flag indicates whether LIPA is enabled/disabled for the user. This option gives flexibility for the operator to be able to configure LIPA on a per UE basis. 

-
Alt. B. per UE per PLMN LIPA control: A new LIPA_enabled flag is defined for each PLMN in the user’s subscription, where the flag indicates whether LIPA is enabled/disabled for the user in that PLMN. This option gives flexibility for the operator to be able to configure LIPA on a per UE per PLMN basis.

-
Alt. C. per UE per CSG LIPA control: A new LIPA_enabled flag is defined for each CSG in the user’s subscription, where the flag indicates whether LIPA is enabled/disabled for the user in that CSG. This option gives the most flexibility for the operator to be able to configure LIPA on a per UE per CSG basis which incidentally includes per PLMN LIPA control.

It is FFS whether the MME may need adaptations to the EMM procedures regarding the following functions:


-
Paging;


Indications to UE

If indications are required to the UE on whether the PDN connection for LIPA traffic can be initiated and/or on the APN to request, multiple solutions exist. The choice of the solution can be left as FFS.

-
A list of CSG IDs or cell IDs statically configured in the UE/USIM, e.g. based on provisioning. This method best suits the case for residential LIPA access but may not be well suited for a corporate network for example if some of the H(e)NBs support LIPA and others do not. It also does not work for the hybrid cells where the UE is not a member and open cells.

-
Informing the UE via NAS, i.e., the MME includes an indication in the NAS message towards the UE when it establishes a connection whether LIPA is supported at this cell. The UE can decide whether to initiate a LIPA PDN connection based on this indication. For example, the MME may be informed of the cell's capability to support LIPA when the UE establishes a connection in the initial UE message or the relocation request acknowledgement.

-
Including the LIPA capability in RAN layer signalling. An indication of the LIPA support can be included in the SIB broadcasted by the RAN nodes or included in RRC signaling.

5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.

These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services

Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.

HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.

5.2.2.3
Activation/Deactivation mechanism for LIPA and SIPTO

5.2.2.3.1
LIPA

The following is the summary on how to activate LIPA:

-
The MME can select the L-GW close to or co-located with HeNB in initial attach or UE requested PDN connectivity establishment based on UE subscription, as described in section 4.3 bullet a.
The following is the summary on how to deactivate LIPA:

-
the UE can initiate PDN disconnection;

-
the MME/L-GW can trigger deactivation of the PDN connection for the UE reusing the current mechanism in the EPS.

NOTE:
It is FFS whether further mechanisms are needed to trigger the procedures to deactivate the LIPA connectivity after the UE has moved out of the HeNB.

The same principles as above apply for UMTS.

5.2.2.3.2
SIPTO

The following is the summary on how to activate SIPTO:

-
The MME/SGSN can select the PGW/GGSN close to the RAN in initial attach or UE requested PDN connectivity establishment based on UE subscription information and the requested APN (any additional information used by the MME/SGSN to select the PGW/GGSN is FFS).

* * * Next Change * * * *
5.2.x
Standards Impacts

Session management impacts:

The following interface change needed to support the user subscription enabling LIPA per CSG basis:

-
SGSN/MME/HSS (Gr/S6d/S6a): transmission of the flag from HSS to SGSN/MME: adding the transmission of the flag from the HSS to the SGSN/MME over the Gr/S6d/S6a interface. (Stage 3 only as this is included in the CSG subscription data) 
The following functional changes need to be added to the standard to support this solution:
-
Including the LIPA_enabled flag (per CSG) in the user's subscription data stored in the HSS/HLR and transferred to the MME/SGSN;
-
IuPS/S1: L-GW IP address on Iu/S1: 
-
Adding the transmission of the IP address of the L-GW in the Initial UE Message and the Relocation Complete/Path Switch Request Message.
-
E-RAB SETUP REQUEST message and INITIAL CONTEXT SETUP REQUEST message : addition of S5 TEID for each E-RAB in the E-RAB to be Setup List.
-
SGSN/MME: L-GW selection: algorithm for L-GW (GGSN/S-GW/P-GW) selection is enhanced to take in account the IP address of the L-GW received from the RAN node. Also need to account for the LIPA_enabled flag processing

-
NAS signaling: LIPA PDP context/PDN connection establishment: adding how the UE indicates it is requesting the LIPA PDN
Mobiity management impacts:

To be completed based on mobility management decisions

* * * End of Changes * * * *
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