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1
Discussion
1.1
Basic offload mechanism

In solution 2, the HeNB performs offload based on:

· Offload indication from the MME;
· Offload policies from the HMS;

· NAT.

When a HeNB is connected to the MNO's network, it gets and stores offload policies from the HMS together with other configuration information. A common example of the offload policy can be the destination IP address (range) of the traffic to be offloaded.

LIPA subscription is contained in the subscriber data. When a bearer is to be established via a HeNB, the MME checks the subscriber data and if LIPA should be enabled, the MME sends an LIPA indication for the RAB to be setup in the S1 message to the HeNB.
After the HeNB receives the LIPA indication from the MME, during data transfer stage, it filters the traffic as indicated by the offload policies. For the traffic to be offloaded, the HeNB performs NAT and sends/routes the traffic directly to the local network. For the traffic not to be offloaded, the HeNB transfers it via the EPS bearer.
Considering current access control for users accessing via HNB, the following LIPA control per user can be used instead of changing subscriber data in the HLR/HSS:

Under the control of the operator, the HNB is configured with a list of IMSIs which are allowed to access it. A LIPA_enabled flag can be configured per list or per IMSI in the list. 
In this case, the changes to support LIPA remain in the HNB subsystem. LIPA can be deployed if operators do not want to update their core network entities.
1.2
Introducing a S1-MME message

Paging can be implemented through introducing a S1-MME control message

· The UE identification is send to OPM in the procedures such as Attach, TAU and UE requested PDN connectivity.
· In LIPA case, limiting the paging within the area covered by OPM is per operator policy.

We use LTE/EPC for illustration and UMTS can be similarly applied. The message flows are illustrated in Figure X:
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Figure X. Message Flow for Paging
· When the OPM receives downlink data for a UE which has no session activated (i.e. the UE context data indicates no downlink user plane RB ID), it buffers the downlink data.
· The OPM sends a S1-MME control message to the MME. Such a S1-MME message can be a new signaling message, such as “Paging Request”. The message informs MME the UE identification and the offload type if necessary. 
· MME analyze the message received from step 2 to get the UE identification for paging. A “limited area paging mechanism” may be performed by the operator if the offload type is LIPA. The MME limits the paging to the area where OPM covers. 
1.3
Deployment requirement and limitations
For this NAT based LIPA solution, there are two ways to avoid the confusion of the IP addresses between the local network and the operator’s network: 

· The private IPv4 address of the local IP devices is different from the operator's services which use private IPv4 addresses. This can be done by coordination between the operator and the local network manager.
· If dedicated LIPA APN is used, the traffics on EPS bears/PDP context with LIPA indication can be offloaded. Those EPS bears/PDP context without LIPA indication will not be offloaded. In this way, even the IP address of the local network is conflicted with the operator’s network, the traffics will be handled differently. 

Network initiated PS domain paging is rarely used in current services/applications. And considering the limited time in Rel-10, possible means to perform paging are discussed in S2-102365. If paging triggered by downlink LIPA traffic is not used, the H(e)NB discards downlink LIPA traffic for an idle mode UE. 
IPv6 NAT is not standardized. How IPv6 traffic is offloaded can be left to implementation which may be custom-built for specific operator.
Standalone NAT function and session continuity of LIPA traffic during inter-H(e)NB handover are not supported in Rel-10. This can be studied in future release if needed.

3 Proposal
Based on above discussion, it is proposed to add the following changes for solution 2.
Start of the change

5.3
Solution 2 – Local IP Access and Selected IP Traffic Offload at H(e)NB by NAT
5.3.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

This solution, implemented by an Offload Processing Module (OPM for short), is applicable for breakout "in the residential/enterprise IP network".

5.3.2
Architectural principles

-
UEs are only required to activate one PDN connection for LIPA, SIPTO, and traffic going through the mobile operator's Core Network;
-
The OPM has the ability to drag/insert the LIPA and SIPTO traffic from/into PDN connection per operator policies (e.g. destination address, port number, etc.);
-
The H(e)NB gets offload policies from the H(e)NB Management System as H(e)NB configuration data.
-
There is a NAT inside the OPM to ensure returning LIPA and SIPTO traffic reaches H(e)NB despite topologically incorrect source address;
-
UEs that support single PDN connection can simultaneously access LIPA, SIPTO and the mobile operator's Core Network;

-
For a PDN connection initiated by a UE connected to a H(e)NB, the MME/SGSN shall decide whether LIPA or SIPTO is enabled depending on the subscription data. If LIPA should be enabled, the MME/SGSN sends an LIPA indication in the S1/RANAP message to the H(e)NB;
-
For HNB subsystem using IMSI list to control the UE's access, whether LIPA should be enabled can also be configured per list or per IMSI in the list.
-
A dedicated APN may be used to indicate that the PDN connection established through this APN is for LIPA or SIPTO. All the traffics associated with this PDN connection are offloaded.
5.3.3
Architecture Diagrams
Figure 5.3.3.1-1 shows the architecture for the case of HeNB. Although this figure focuses on HeNB, it can be easily mapped to the HNB case.
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Figure 5.3.3.1-1: Alternative 1 solution for LIPA / SIPTO with NAT in the HeNB

The key features of the architecture shown in Figure 5.3.3.1-1 are the following:

-
The OPM is collocated with the HeNB with routing and NATing functions.
-
A Security Gateway (SeGW) is located at the edge of the operator's core network. Its role (according to TS 33.320 [7]) is to maintain a secure association with the HeNB across an unsecure IP backhaul network

-
A Gateway/NAT device is located at the boundary of the home/enterprise IP network and the IP backhaul network

-
The HeNB maintains an S1-u interface with an SGW and an S1-c interface with an MME. The S1-c interface may be enhanced (referred to as S1’-c in Figure 5.3.3.1-1) in order to support HeNB-triggered paging (see further details below).

-
The S1-u connection between the HeNB and the SGW is maintained even when all traffic is exchanged between the UE and the local home/enterprise network.

-
The UE establishes a LIPA enabled PDN connection by using the standard signalling procedures specified in TS 23.401 with no additional requirements. The same PDN connection is used for traffic between the UE and a packet data network over SGi and for traffic between the UE and local home/enterprise network. The MME indicates to HeNB if LIPA is enabled for the established bear.
-
The OPM performs routing enforcement of uplink traffic, i.e. decides if an uplink packet should be routed to SGW through the standard S1-u interface, or if it should be routed to the collocated NAT function. This routing enforcement is transparent to UE and requires no special UE assistance. 

-
The routing decisions based on preconfigured LIPA routing rules (either statically configured or downloaded from the HeNB management system). Such routing rules can be of the form: “if IP dest_address=192.168.0.0/16 forward traffic to NAT, otherwise forward traffic to the SeGW”.

-
When a packet arrives at the OPM and the UE is in idle mode, The HeNB-triggered paging is invoked by sending a special message to the MME. This is schematically illustrated in Figure 5.3.3.1-2. The UE identity sent to the MME for initiating paging can be GUTI (this requires changes to specifications).
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Figure 5.3.3.1-2: HeNB-triggered Paging

5.3.3
Deployment requirement and limitations
-
Proper configuration of the private IPv4 IP addresses of the local IP devices is needed to make sure they are different from the private IPv4 IP address used by operator's services.
-
When paging is not supported, the UE is forced to stay in RRC connected mode for as long as it remains within the HeNB coverage. The data is discards/buffered until the IDLE UE returns to connected mode.
-
Stand alone NAT function and session continuity of LIPA traffic during inter-H(e)NB handover are not supported in Rel-10.

-
IPv6 NAT is not standardized. IPv6 traffic offload is left for implementation which may be custom-built for specific operator.
5.3.4
Standard Impacts

1) Add the LIPA_enabled flag (per APN and per CSG) in the user's subscription data stored in the HSS/HLR and transfer to the MME/SGSN;

2) The MME/SGSN indicates the H(e)NB to enable LIPA for a UE when a RAB is to be setup;
NOTE 1:
The 1) 2) can be avoided in HNB subsystem by configuring LIPA_enabled flag in the IMSI list used to perform access control.

3) The offload policies are sent from the HMS to the H(e)NB together with other H(e)NB configuration data;

4) Impact if a new S1-MME/RANAP message is introduced for paging: 

· If GUTI is used for UE identity, GUTI is send to RAN in the procedures of PDN connectivity establishment/modification whenever the MME allocates or reallocates a new GUTI to UE, MME/SGSN shall be able to recognize the message
NOTE 2:
The 3) can be avoided if the LIPA routing policy is statically configured.
NOTE 3: The 4) is optional up to whether paging supported in Solution 2 in R10.
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