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Abstract of the contribution: This contribution discusses Overload Control key issue and proposes RAN based solutions for signalling network congestion and core network congestion.
1. Introduction

One of the most urgent issues for standardisation of Network Improvements of Machine Type Communication is congestion control. This is because there’s some operators already announced to be suffered by lots of MTC devices accessing the network. 

This contribution analyzes the Overload Control issue and provides RAN based solutions for it. Another solution for the same issue based on PGW/GGSN handling is also proposed but in an independent paper of S2-102269.
2. Discussion

In SA1 TS22.368, the overload control is divided into three use cases:

· Radio Network Congestion 

· Signalling Network Congestion 

· Core Network Congestion

This contribution focuses on Signalling Network Congestion and Core Network Congestion.

All the network congestions are caused by massive access. We foresee large amount of MTC Devices which may be far more than that of H2H UEs. The H2H UE’s behaviours are totally randomized, while the MTC Devices may behave similarly and sometime synchronized. So the congestion issue is different and more serious consideration must be taken before massive MTC Devices is going ot be deployed in the network. Since the congestions are mainly caused by MTC Devices, we analyze those congestion use cases and try to find ways to mitigate the congestion caused by MTC Devices.

Signalling Network Congestion is caused by massive access to the same MME/SGSN so that the MME/SGSN cannot handle all the requests (e.g. attach request from massive MTC Devices upon the power recovery after a period of power outage, or paging response for group trigger). We can also call it “MME/SGSN Congestion” for simplification. Those requests may be from devices scattered in various eNBs belonging to the same MME/SGSN, and at the same time the Radio Network itself  is not congested at all. Another use cases maybe that operators want to limit certain MTC device/applications (e.g. MTC group, or APN) accessing to the network, i.e. other devices/application are still allowed to access. In this case, the MME/SGSN is not really congested, but in a limited service mode to certain device/application.  Both cases are useful and should be considered. 
Core Network Congestion is mainly caused by massive requests to the same GGSN/PGW so that the GGSN/PGW cannot handle them. The requests also may be from devices scattered in various eNB or MME/SGW. The problem is mainly caused by the devices belonging to the same group or oriented to the same APN. It can also be called “GW Congestion”. When GW Congestion happens, eNB Congestion and MME Congestion may or may not happen.

As shown in the following figure, the two types of congestions are caused by massive access converging at different nodes. Different mechanisms can be used to mitigate the congestions accordingly.
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Figure1. MME/SGSN Congestion and GW congestion

Solutions for MME/SGSN Congestion and GW congestion
There is a solution in the TR that the congested MME/SGSN can simply reject the requests targeted at a particular APN or MTC Group which already causes congestion to the specific MME/SGSN (see section 6.22 of TS 23.888). However, the MME/SGSN still needs to find out whether the requests are targeted at the specific MTC Group or APN and thus reject it which may further burden the MME/SGSN. And even though the MME/SGSN rejects the requests thereafter, the requests still consume radio and RAN handling capability. This solution is also used to mitigate GW congestion as proposed. To further relieve radio, RAN, MME/SGSN and GW, here we propose additional solutions to avoid MME/SGSN congestion and GW congestion caused by certain MTC Devices/applications.

Solution: Access Control of MTC device with different granularity
The RAN node can broadcast Access Control information with different granularity, e.g. all MTC devices, an MTC Group ID or a specific APN, or roaming access control (e.g. a M2M device of HPLMN, M2M device of equivalent HPLMN, M2M device with PLMN on preferred list, Other M2M device) which is relevant with the MME/SGSN/PGW/GGSN congestion. Any MTC Devices receiving the broadcast will cancel or delay the access targeted at the specific group or access type until the broadcast changes.
Due to electricity recovery after a large scale power outage, all MTC devices initiating attach causes the MME/SGSN to get overloaded. With MME/SGSN informing RAN node the overload event (e.g. overload for all MTC Devices), RAN will broadcast “Access Control for all MTC Devices”, so that all MTC Devices initiating Attach Request will delay or cancel their access. As a consequence, all those requests won’t reach MME/SGSN/PGW/GGSN at all, so the MME/SGSN/PGW/GGSN congestion is fully avoided. And thanks to no access initiated by the MTC Devices at all, there’s no unnecessary radio resource, RAN or MME/SGSN processing power being wasted.
Considering the group congestion case, the MME/SGSN or GGSN/PGW can get congested due to an identifiable group of MTC Devices. In this case, the GGSN/PGW will inform the MME/SGSN of the congestion and cause (e.g. MTC Group ID or APN). The MME/SGSN will inform RAN node the overload event with type (e.g. Access Control for MTC Group) when an identifiable group of MTC Devices is congesting the MME/SGSN or is triggered by GGSN/PGW. With the trigger RAN node broadcasts “Access Control for MTC Group”, so that all MTC Devices belonging to the group will delay the access to ease the burden of MME/SGSN or GGSN/PGW.

Considering the roaming case, it is proposed to extend the use of the Access Class Barring feature for M2M type devices. It is proposed to have indications to bar/permit access for the following categories:

1. M2M device of HPLMN

2. M2M device of equivalent HPLMN

3. M2M device with PLMN on preferred list

4. Other M2M device.

3. Proposal
It is proposed to adopt the following changes into TR 23.888.
Start of first changes
Key Issue – Signalling Congestion Control

5.12.1
Use Case Description

MTC related signalling congestion is an urgent issue that network operators are currently facing. Not only network operators that are providing MTC services, but also network operators in which MTC Devices are roaming can be affected by MTC related signalling congestion.

MTC related signalling congestion can be caused by:

· a malfunctioning in the MTC application and/or MTC Server.

· an external event triggering massive numbers of MTC Devices to attach/connect all at once.

· recurring applications that are synchronised to the exact (half/quarter) hour.

Though some of the signalling congestion issues could be avoided if MTC applications behave more mobile network operator friendly, there is little a network operator can do to influence the application developers. It is important that the mobile network operator has the capability to control signalling network congestion independent of the application providers.

Signalling network nodes that may suffer from MTC related signalling congestion include all PS domain control plane nodes and gateways. With large scale attach requests, mainly the SGSN/MME is vulnerable. With connection requests, also the SGSN/MME is vulnerable as this node has a relative large load per connection request. GGSNs/PGWs are especially vulnerable as often M2M applications use a dedicated APN which will be terminated at one GGSN/PGW. All connection requests for that particular application will then have to be handled by a single GGSN/PGW.

In order to combat signalling congestion, network nodes shall be able to reject or prevent attach or connection requests. The challenge is to block the traffic of the particular MTC application(s) that is causing the congestion, without restricting non-MTC traffic or traffic from other MTC applications that are not causing a problem. A dedicated APN or a MTC Group Identifier are possible identifiers to indicate particular large scale MTC applications. How to identify applications that are causing recurring signalling congestion (e.g. mail applications, buddy finders, etc) that are often downloaded applications on a smart phone is still a challenge.

Care shall be taken that rejecting connection requests or attach requests does not result in a MTC Device immediately re-initiating the same request. The network should be able to instruct MTC Devices not to initiate a similar request until after a back off time. This back off time may also be used to instruct MTC Devices with recurring applications to change their timing of attach/connection requests.

Care shall be taken that preventing attachment or connection requests by a targeted group of MTC Devices does not immediately or sometime thereafter result in the same group of MTC Devices almost simultaneously attempting signalling or data interactions with the same or different PLMN.  Randomization shall be applied to spread any resultant network access attempts by the group.

5.12.2
Required Functionality

-
It shall be possible to reduce signalling load of connection requests for a specific APN or from MTC Devices belonging to a particular MTC Group on the SGSN/MME and/or GGSN/PGW.

-
It shall be possible to reduce SGSN/MME signalling load of attach requests from MTC Devices belonging to a particular MTC Group.

-
It shall be possible to prevent a MTC Device to repeatedly re-initiate a connection request or attach request. 

-
It shall be possible to reduce (quarter/half) hourly signalling peaks from recurring MTC applications

NOTE: The relation of this key issue with the key issue Time controlled is for further study especially regarding the treatment of MTC devices that are sending/signaling during their assigned time period is FFS. it is FFS whether overload control should affect the established PDP/PDN connections.
5.12.3
Evaluation
Start of second changes
6.X
Solution – Access Control by RAN
6.X.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.”
6.X.2
General

To avoid and handle the overload situations caused by MTC Devices, the MME/SGSN can send OVERLOAD START message to the RAN node to trigger the access control for MTC Devices to avoid further access to the network. The OVERLOAD START message can include specific MTC overload actions as follows:

· Access control for all the MTC devices. RAN will broadcast “access barring for all MTC Devices” in system information.
· Access control for MTC Devices with specific group. MME/SGSN will provide group related access control information, e.g. an MTC Group or specific APN, to RAN node. Based on that, RAN node will broadcast “access barring for MTC device with specific group” in the system information; or

Editor’s note: It is FFS how the group membership is configured to the MTC device, which information the MME/SGSN provides to RAN in order to identify the group, and which information the RAN will broadcast.
· Access control for the MTC devices with specific device PLMN type. MME/SGSN will provide device PLMN type related control information, i.e. M2M device of HPLMN, M2M device of equivalent HPLMN, M2M device with PLMN on preferred list and/or other M2M device, to RAN node. Based on that, RAN node will broadcast “access barring for MTC device with specific PLMNs” in the system information.
MTC access control with different granularities could be triggered by signalling thresholds in the RAN, SGSN/MME and/or GGSN/PGW. In the case of the GGSN/PGW, the GGSN/PGW informs the SGSN/MME when a congestion threshold is exceeded.
Editor’s note: It is FFS how GGSN/PGW informs its congested status to the SGSN/MME.
When a SGSN/MME needs to trigger a MTC access control, the SGSN/MME sends the specific OVERLOAD START message to the RAN (eNodeB/RNC/BSC) specifically for MTC devices, i.e. OVERLOAD START message including MTC devices with different granularities, barring factor and barring time.
The RAN uses the information in the OVERLOAD START message to determine if and when to broadcast the corresponding MTC Device barring information in the system information to the UEs. When a SGSNs/MMEs sends the OVERLOAD STOP message for a MTC overload action, the RAN stops broadcasting the corresponding MTC device barring information in the system information to the UEs. 
The MTC device which is going to access the network will receive the broadcasted system information for MTC access control and check whether this access is barred or not. If so the corresponding MTC devices will delay the access to the network . Subsequent initial access attempts to the network will be randomized using the last barring time provided by the RAN.
6.X.3
Impacts on existing nodes or functionality
The RAN needs to support broadcasting MTC Device access control with different granularity triggered by MME/SGSN in the system information to the UEs.

The SGSN/MME needs to provide the different overload actions for MTC Devices to the RAN node.
The GGSN/PGW needs to provide the different overload actions for MTC Devices to the SGSN/MME node.
6.X.4
Evaluation
With this solution, the RAN and core network resource consumption can be avoided during congestion situation and there will be no further AS and NAS signaling initiated from MTC devices.

The broadcast information for access barring needs to be enhanced to restrict the further MTC device access with different granularity triggered by SGSN/MME or GGSN/PGW.
End of changes
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