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Abstract of the contribution: This contribution provides an overview three scenrios to be considered for address allocation for MTC along with proposed mechanisms to allow the update of DNS function in the MTC Server. Scenario 1 and 2 of this contribution can use private or public IP addressing without the need for NAT to be implemented.
1   Discussion
Different approaches for IP address assignment can be considered. This contribution shows that for different scenarios how a DNS function can be updated with an assigned IP address of the MTC server without the need to exchange the MSISDN or IMSI. 
While public IP addressing based on IPv6 is a preferred option because it allows wider flexibility, the below described case 1 and case 2 show that private IPv4 addressing is also possible without the need for NAT to be implemented in the PLMN.
This contribution broadly depicts three scenarios:
Case 1: Operator controlled MTC Server

In this case the MTC Server is owned and run by the MNO. IP address assignment can be provided either by the MTC server or by the GGSN/P-GW. If the IP address is provided by the GGSN/P-GW then a specific mechanism is need to update the DNS function (e.g. dynamic DNS) in the MTC server when a PDP context/PDN connection establishment is requested. Both the MTC Device and MTC server are expected to be aware of application level identifiers in the MTC Device (referred to as “Device_Application_ID”). In addition an MTC Device shall communicate to the GGSN/P-GW the Device_Application_ID at the time of the PDP context/PDN connection request.
Case 2: M2M Application Provider owns MTC server and uses a specific APN
In this variant, the MTC server is operated by a provider other than the operator of the PLMN. However, an APN specific to the MTC server is assigned in the PLMN. The IP address assignment can either be provided by the MTC server or by the GGSN/P-GW. All mechanisms described for case 1 are still applicable: the DNS is updated by the MTC Server at the time of the assignment of the IP address (by the MTC server) or through a specific mechanism (e.g. dynamic DNS) if the IP address is allocated by the GGSN/P-GW.
Case 3: MTC server is in the Internet Domain and is operated by third party or application provider
In this case, the MTC server is deployed in the standard Internet APN of the network operator and is not owned by the network operator. This case is relevant for MTC servers that operate without their own special APN and simply rely on treating the MTC traffic as Internet traffic. There is no dedicated tunnelling between the GGSN/P-GW and the MTC server, and the IP address is assigned by the PLMN.

In this scenario, NAT may be implemented by the network operator in the case of IPv4 because of limited number of addresses. If NAT traversal is a critical requirement, it should be addressed by an end to end solution approach such as using STUN server rather than new functionality in the 3GPP network. The 3GPP network can avoid address limitation issues by using IPv6 addressing.  

To update the DNS function of the MTC Server the IP address to reach the device has to be obtained from the MTC Device or the network. Devices that support dynamic DNS or other equivalent protocol may directly update the MTC Server associated DNS function with the assigned IP address. However, it would be better for the address to be provided by the 3GPP network to minimize the application layer signaling traffic over the wireless interface. Since the IMSI cannot be exposed by the 3GPP network outside of the PLMN, the DNS or MTC server cannot query the network with the IMSI of the MTC Device. Thus at the time of provisioning, a host name, FQDN, or other application layer identifier (Device_Application_ID) has to be configured in the HSS (or a DNS proxy in the 3GPP network as per contribution S2-102227). The HSS/MTC proxy can then obtain the IP address from the GGSN/P-GW by providing the IMSI and subsequently service any external requests from MTC server based on the host name, FQDN or the Device_Application_ID. 
2   Proposal

It is proposed to include the presented solution in TR 23.888 for discussion in NIMTC Rel-10 or as an alternative for continued Rel-11 work.  Case 1 and Case 2 can be implemented through similar mechanisms. Case 3 might need extensions to the HSS or an MTC proxy function as per contribution S2-102227. The proposed changes are aiming at providing a solution for Case 1 and Case 2 only.
First change
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Next change

6.y
Solution – IP address assignment mechanisms

6.y.1
Problem Solved / Gains Provided

See clause 5.3. “Key Issue – IPv4 addressing”.

6.y.2
General

The MTC server is either deployed by the PLMN operator or by an application provider who owns an MTC Server and uses a specific APN assigned by the PLMN. In both cases a tunneling mechanism is used between the GGSN/P-GW and the MTC server to allow carrying the IP packets enabling assignment of private IP addresses to the MTC Devices. As such different MTC servers can use overlapping private IP addresses as needed without the need for the network to implement a NAT function.


[image: image1]
Figure 6.y.2-1: IP address assignment when the MTC Server is owned by the MNO or by a M2M Application Provider using a specific APN
6.y.2
IP address assignment by the MTC server
A RADIUS client at the GGSN/P-GW can obtain an IP address from the MTC server upon receiving a PDP context/PDN connection request with the APN corresponding to the MTC server and assign that address to the MTC Device. 

The application in the MTC Device provides its device application identity (Device_Application_ID) in the PCO IE at PDP Context /PDN Connection establishment. The Device_Application_ID is conveyed to the MTC Server when an IP address is requested via a RADIUS interface (as a username/password) from the MTC Server. The IP address assigned can be a private or public IP address because overlapping can be handled among #different APNs. The Device_Application_ID is used to update the DNS entry with the assigned IP address, which is assumed to be an MTC server function.

NAT functionality (along with related ALG) can be implemented by the MTC Server if needed by the MTC business logic.

6.y.3
IP@ assignment by the GGSN/P-GW
Alternately, the IP address is assigned by the GGSN/P-GW from a specific private or public address pool that is used for this particular APN. In the case when the address is a private, traffic will be tunneled to the MTC Server.

The application in the MTC Device provides its device application identity (Device_Application_ID) in the PCO IE at PDP Context /PDN Connection establishment. Although the IP address is assigned locally, RADIUS authentication based on the Device_Application_ID can be triggered as a pre-condition for the address assignment. Once an IP address is assigned, the DNS function residing in the MTC Server is updated via a specific mechanism (e.g. dynamic DNS) through conveying both the Device_Application_ID and the assigned IP address. The same mechanism needs to be used to update the MTC Device DNS entry once the IP address is released by the GGSN/P-GW.
6.y.4
Impacts on existing nodes or functionality

This solution has a low impact on the existing mobile system as:

· -
RADIUS client is already part of the GGSN/P-GW as per 3GPP TS 29.061 [x];

· -
Need to add a mechanism to dynamically update the DNS function in the MTC Server if the IP address is assigned by the GGSN/P-GW.

6.y.5
Evaluation

Benefits:

· -
Avoids the need for NAT in the operator network as overlapping private IP addresses can be used among # MTC Servers on #APNs;

· -
Allows the operator to provide value for MTC communications.

End of changes
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