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This contribution discusses the overall functionality the Traffic Detection Function (TDF) should fulfil.
Discussion

This contribution steps back from the specific discussion about the interface between PCRF and TDF and attempts to gain agreement on what the key operators' requirements which the solution should fulfil.

There is a requirement coming from operators that both types of solution should be standardized: a solution where Traffic Detection functionality is implemented by a standalone entity and a solution where Traffic Detection functionality is collocated with PCEF in the gateway. This is documented in the key issue description. This is done in order to provide operators with enough flexibility to deploy both kinds of the solution, depending on their unique needs, from one side, and gateway (e.g. GGSN, P-GW) capabilities to support the required service traffic detection functionality, from the other side.

SA1 has indicated in the past that no new requirements are needed for deep packet inspection (i.e. TDF) and it is documented in the SID.
In our understanding, there is also a requirement that the service (or, in another words application) type should not be restricted and the desired solution can be applicable to any application, such as P2P or Skype or any other Internet-based existing or future application as this may fulfil operator's key requirements about specific service/application control.
It is also agreed and documented in TR 23.813 that the actual mechanism for the service traffic detection should not be standardized.

According to TS 23.203, the service data flow detection mechanisms are defined as following:
-
Each PCC rule contains a service data flow template, which defines the data for the service data flow detection;

-
Each service data flow template may contain any number of service data flow filters;
-
Service data flow filters are unidirectional, so that the detection is applied independently for the downlink and uplink directions.

Service data flow filters identifying the service data flow may:

-
be a pattern for matching the IP 5 tuple (source IP address, destination IP address, source port number, destination port number, protocol ID of the protocol above IP). In the pattern:

-
a value left unspecified in a filter matches any value of the corresponding information in a packet;

-
an IP address may be combined with a prefix mask;

-
port numbers may be specified as port ranges.

-
the pattern can be extended by the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and Mask;

-
consist of the destination IP address, protocol ID of the protocol above IP, the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and Mask and the IPSec Security Parameter Index (SPI);

-
consist of the destination IP address, the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and Mask and the Flow Label (IPv6).

NOTE 2:
The details about the IPSec Security Parameter Index (SPI), the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and Mask and the Flow Label (IPv6) are defined in TS 23.060 [12] clause 15.3.

-
extend the packet inspection beyond the possibilities described above and look further into the packet and/or define other operations (e.g. maintaining state). Such service data flow filters must be predefined in the PCEF.

NOTE 3:
Such filters may be used to support filtering with respect to a service data flow based on the transport and application protocols used above IP. This shall be possible for HTTP and WAP. This includes the ability to differentiate between TCP, Wireless-TCP according to WAP 2.0, WDP, etc, in addition to differentiation at the application level. Filtering for further application protocols and services may also be supported.

The assumption for the first 3 options (defined filters) is that the application's service data flow filters are known prior to actual traffic's start i.e from the service information received from AF. 
However, Traffic Detection Function is deployed mainly in cases of non-IMS Internet applications, i.e. there is no explicit service level signalling and hence no interaction between the Application Function and PCRF.

The claim is that such an application normally can't be represented by the predefined set of 5 tuple or any other technique, defined above in a rule, produced by PCRF.

Let's look on such an application trace taken within the timeframe of 1 second only:

eDonkey (P2P) application:
eDonkey :IP:TCP   82.80.82.149:4747    87.25.238.36:4662         

eDonkey :IP:TCP   82.80.82.149:4750    93.144.47.15:59555   

eDonkey :IP:TCP   82.80.82.149:4756    87.68.28.35:23962         

eDonkey :IP:TCP   82.80.82.149:4757    85.65.116.180:4662   

eDonkey :IP:TCP   82.80.82.149:4758    60.186.104.184:4668       

eDonkey :IP:TCP   82.80.82.149:4759    111.184.15.15:7117   

eDonkey :IP:TCP   82.80.82.149:4770    175.117.169.21:20628       

eDonkey :IP:TCP   82.80.82.149:4771    88.18.145.51:4662          

eDonkey :IP:TCP   82.80.82.149:4772    77.124.252.35:16108  

eDonkey :IP:TCP   82.80.82.149:4774    79.51.80.48:28960    

eDonkey :IP:TCP   82.80.82.149:4777    79.182.36.150:9999   

eDonkey :IP:TCP   82.80.82.149:4778    93.66.250.160:58613       

eDonkey :IP:TCP   82.80.82.149:4779    88.9.186.150:4662    

eDonkey :IP:TCP   82.80.82.149:4781    84.24.127.163:4662   

BitTorrent (P2P) application:


BitTorre:IP:UDP  82.80.82.149:23459   77.111.183.176:20245       

BitTorre:IP:UDP  82.80.82.149:23459   60.8.44.202:26469    
BitTorre:IP:UDP  82.80.82.149:23459   79.117.163.76:16208  

BitTorre:IP:UDP  82.80.82.149:23459   194.220.84.11:12439  
BitTorre:IP:TCP   82.80.82.149:1184    212.16.151.69:52013  

BitTorre:IP:TCP   82.80.82.149:1185    204.210.101.107:40787 
BitTorre:IP:TCP   82.80.82.149:1186    95.93.54.211:30782   
BitTorre:IP:TCP   82.80.82.149:1187    94.123.219.185:63507     

BitTorre:IP:TCP   82.80.82.149:1188    82.61.6.168:24011    
BitTorre:IP:TCP   82.80.82.149:1189    79.119.194.12:59081  

BitTorre:IP:TCP   82.80.82.149:1190    79.117.163.152:62215 

BitTorre:IP:TCP   82.80.82.149:1191    66.38.65.244:23872   
BitTorre:IP:UDP  82.80.82.149:23459   68.84.17.203:17519   

BitTorre:IP:UDP  82.80.82.149:23459   93.89.212.95:35014   
BitTorre:IP:UDP  82.80.82.149:23459   186.18.12.171:6881   

BitTorre:IP:UDP  82.80.82.149:23459   80.221.51.132:9706   
BitTorre:IP:UDP  82.80.82.149:23459   82.230.167.62:55441  

Skype

Skype   :IP:TCP   82.80.82.149:1385    204.9.163.211:12350  
Skype   :IP:UDP  82.80.82.149:13656   68.41.73.60:51906    

Skype   :IP:UDP  82.80.82.149:13656   188.24.32.35:10882   
Skype   :IP:UDP  82.80.82.149:13656   75.132.26.47:60017   

Skype   :IP:TCP   199.203.223.3:41382  82.80.82.149:13656   
Skype   :IP:TCP   199.203.223.3:47282  82.80.82.149:13656   

Skype   :IP:TCP   199.203.223.3:22927  82.80.82.149:13656   
Skype   :IP:UDP  199.203.223.3:9341   82.80.82.149:13656   

Skype   :IP:UDP  82.80.82.149:13656   75.16.226.194:10885  
Skype   :IP:TCP   199.203.223.3:26896  82.80.82.149:13656   

We can easily see that 5 tuples are created dynamically with a very high rate for these applications and can't be determined statically on the communication link between PCRF and TDF. 

It is important to mention that the Internet application world is becoming more and more advanced with the general trend to make application's detection even more complicated. 
Moreover, it can be seen from the traces above, that it is also beneficial to have the coordinated enforcement of the same service data flows (i.e. applications), once determined, by the same entity – TDF, both for standalone and for collocated cases. Otherwise, for each detected service data flow filter (e.g. 5 tuple), TDF would have to inform PCRF and PCRF would have to inform PCEF, or TDF would have to inform PCEF directly, but, since the process is dynamic and high rate, this would not be efficient and scalable.   
Therefore, we identify the following functional components with regard to TDF standardized definition:
1. Packet analysis/characteristics per each one of services/applications. Due to the reasons described above (e.g. dynamic, rapidly changed application's nature, new applications), it is suggested not to standardize it and use some predefined applications' characteristics (such as rule's identifier with the application name etc.)

2. User's privacy profile critical to TDF in order to know if it is allowed to apply traffic detection and for which applications. The main aspect is how this is transferred to the TDF.

3. User's "parental control" or any other profile which is critical to TDF in order to know what should be controlled. The main aspect is how this is transferred to the TDF.

4. Service traffic's enforcement at TDF. The main aspects are: 

a. The interface with PCRF (e.g. Gx, Rx etc.)

b.  The handling of radio bearer management, while the enforcement is done by TDF. It is important to mention that the similar approach, where the bearer and service data flows' enforcements are done by different entities (i.e. BBERF and PCEF), exists starting from Release 8. It is also important to mention that in the absolute majority of TDF use cases bearer establishment modification procedure is not anticipated and only a default bearer is used, but this should not be restricted.
Note: Dedicated bearers may be established only for those applications, which have static or semi-static nature of its filters; otherwise it is not scalable.

c. The interface with PCRF, OCS and OFCS and how this should be handled in order to report for a specific detected application usage and prevent a double charging.
While all the aspects and problems outlined above exist, they all may be standardized now, or some of them may be standardized in the next release, with the recognition now that the solution is desired. We believe that all these aspects should be standardized, as a drawback of not doing so would be to have proprietary interfaces for every single operator's deployment, lots of integration efforts, lack of interoperability testing etc. as actually we face today. In our vision, operators will be benefited by having a standardized solution, as in case of any other feature/entity 3GPP has standardized so far. 
We believe, that the overall solution, which includes the components listed above is not very complicated standardization-wise. It just moves the complexity from the actual deployment to the standards, where it should really be.

We ask the SA2 group, and mostly the SA2 interested operators, to provide their opinion and guidance on the desired solution. 
Proposal
It is proposed to review the contribution and make the conclusion on the desired way forward for TDF.
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