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Abstract of the contribution: This P-CR to 23.829 proposes fixes for LIPA open issues based on solution 1.
1. Introduction

This contribution is focusing on resolving the remaining open issues for solution 1:
· Session management

· Session management for co-located L-GW

· Security concern for the collocated LGW.

· Paging mechanism

· If paging is not required, how to keep UE always contactable.

This contribution also proposed the potential normative update for the case of co-located L-GW with H(e)NB.
2. Discussion 
2.1 Session management
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Figure 1: L-S5 interface between the SGW in the core and the L-GW in the HeNB Subsystem
There is a control plane connecting S1-MME between the (H)(e)B and the MME, S-11 between the MME and the S‑GW, and L‑S5 between the S‑GW and the L‑GW as seen the Figure 1. The control plane for the second option leads to one S‑GW per a UE, which is in line with current 23.401[6] architecture principles. Also, utilizing the macro S‑GW function maximizes reuse of existing EPS design and procedures.
The procedure to establish the LIPA direct tunnel for the data plane while keeping the control plane including S1‑MME‑S11‑L‑S5 is as follows. 
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The update for the current procedure:

Step 1: the UE sends PDN connection request with specific APN for LIPA.

Step 7: the MME sends initial context setup request including L-GW S5 TEIDs to replace current S5 S-GW TEIDs.

Step 13: The MME sends modify bearer request by adding direct tunnel indicator.

Step 13a: After the S‑GW receives the direct tunnel indicator, the SGW forwards the S1 HeNB TEIDs to the L-GW.

Note: the L‑GW marks the S5 TEID of S-GW for downlink as the dormant and the S1 TEIDs for uplink as active. This statement is supporting paging, if paging is required in R-10.

Step 13b: L‑GW sends modify bearer response by adding direct tunnel indicator.

Step 14:  After the S‑GW receives the direct tunnel indicator, the S‑GW forwards the modify bearer response from the L‑GW without replacing the S‑GW TEIDs.

2.2 Security concerns for co-located L-GW with H(e)NB

The L-GW function is similar as the P‑GW. It stores the UE context like IMSI etc. Information, and when it co-located with HeNb, the HeNB can obtain information stored in the operators’ network. Security impact shall also be considered.
Some minor update for the session management:
In the above PDN connection procedure, in step 2, the current message is with IMSI ID. The proposed update would be:
Since the MME knows the connection is for LIPA, then the MME replaces the IMSI with S-TMSI. Then in step 3, the SGW also forward the message with S-TMSI to the LGW.

The advantage is to support the security, as the HeNB is co-located with the L-GW. It will be easy to expose the IMSI information to the RAN.
2.3 control plane optimization
The L-GW to support SIPTO/LIPA traffic for H(e)NB subsystem may be collocated with HeNB. In this case, the following third option can enhance the weak point of the second option, i.e. relative longer control plane than the first option.

[image: image3.emf]RAN

CN

P-GW

Active UE

E-UTRA

-

Uu

LIPA/SIPTO Non-LIPA/SIPTO

HeNB

L-GW

S-GW

MME

S

1

1

Enhanced S1-MME



 EMBED Visio.Drawing.11  [image: image4.emf]RAN

CN

P-GW

idle UE

E-UTRA

-

Uu

LIPA/SIPTO Non-LIPA/SIPTO

HeNB

L-GW

S-GW

MME

S

1

1

L-

S

5


Figure 2: Option 3 – enhanced S1-MME interface for active UE and S5-U interface for idle UE 
The third option utilizes that the data plane using the local direct tunnel does not include the S-GW in the core network. Because the S-GW in the core network is not involved in the data plane for LIPA/SIPTO services, it does not need to be involved in control plane for LIPA/SIPTO services for the active UE neither. 
According to option 2, after the S‑GW receives the modify bearer request from the MME with the LIPA direct tunnel indication, the S‑GW will just directly forward the modify bearer request message to the L-GW. The following optimization optimizes the signaling from the MME to the L‑GW in the Session management establishment procedure.
Instead of taking the circuitous path of the control plane of the second option, the session management messages for the active UE can be delivered over the enhanced S1-MME interface. With the enhanced S1-MME interface, the direct tunnel establishing procedure in 2.1 session management is changed as follows: 
Proposal-3: when L-GW is co-located with HeNB, it is proposed to enhance S1-MME for optimizing the CP signaling.
Message update: initial context setup request, initial context setup response.
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The update to the current procedure is as the following:

Step 7: In initial context setup request, replace S-GW’s S5 TEIDs by the L-GW S5 TEIDs. And adding GTP-C: modify bearer request.

After the HeNB receives LGW S5 TEIDs for UL, the HeNB assigns the S1 TEID for DL. Then the HeNB put the S1 TEID in the received modify bearer request message and sends it to the L-GW control address.

Note: The L-GW receiving the S1 TEIDs for downlink marks the S5 TEID of S-GW for downlink as dormant and the S1 TEIDs for uplink as active. This statement is supporting paging, if paging is required in R-10.
Step 7a: The L-GW sends the modify bearer response back to the HeNB and then the HeNB sends the modify bearer response using the GTP-C container in the initial Context Setup Response.
The difference with the above session management procedure is that signalling is saved from 13 to 14 in the PDN establishment flow. Furthermore, there is less impact to the S‑GW in the EPC.
2.4 Paging mechanism

The architecture selected will have implications for the paging mechanism.There are 2 technical issues concerning paging to consider:

- Which node buffers the DL data? The L-GW or S-GW in the macro system?
- Which node trigger service request by the network?
1) Which node buffers the DL data?

If we assign the IDLE mode downlink packet buffering function to the macro S-GW, the IDLE mode downlink packets will be delivered from the L-PGW to the macro S-GW first, then from the macro S-GW to HeNB, and finally from the HeNB to the UE. (L-PGW ( macro S-GW ( HeNB ( UE) as seen in Figure 3. This data path gives rise to two issues.

A) Resource consumption at the macro S-GW: the macro S-GW should assign the resource to buffer the IDLE mode downlink packets for LIPA/SIPTO

B) Backhaul bandwidth consumption: Unlike ACTIVE mode downlink packets delivered over direct data path connecting L-GW and HeNB, the IDLE mode downlink packets are delivered using the path L-PGW ( macro S-GW ( HeNB ( UE. This inefficient data path uses backhaul for sending data from L-PGW to the macro S-GW and also for sending data from the macro S-GW to HeNB and doubles the backhaul bandwidth consumption to the amount of the buffered data x 2.

[image: image6]
Figure 3: IDLE mode data packets traversing with macro S-GW buffering

We can solve the above two issues by letting L-GW keep the IDLE mode downlink packets until the direct tunnel is re-established again. If we assign the IDLE mode downlink packets buffering function to L‑GW, the backhaul bandwidth consumption can become half of the consumption from the solution to use the macro SGW for buffering. 

2) Which node trigger service request by the network
Two alternatives are possible: using the data plane or using the control plane. The solution to use the control plane isdefines a new GTP-C command sent by L-PGW to S-GW in order to notify new downlink data notification. The macro S-GW processes the new command. Unlike the alternative to use the control plane, the other alternative is to utilize the current procedures. Namely, the L-GW sends a dummy data packet marked to the macro S‑GW as seen in figure 4. Then, the macro S‑GW sends downlink data notification as usual. After the UE triggers the service request and the direct tunnel is re-established, the macro S-GW drops the dumpy packet. 
The main difference compared with the DL data buffering at the macro S-GW is that the buffered packets doesn’t need to consume the backhaul resource from L-GW to S-GW, and from S-GW to the HeNB.
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Figure 4: Complement 1 – downlink data notification using data plane
Proposal-2: 

· IDLE mode downlink packet buffering should be in the L-GW, 

· initiation of network triggered service request procedure should be S-GW in the core network.

2.5 How to keep the UE contactable in the LIPA network

According to the requirement from SA1:

A UE using Local IP Access shall be contactable by another IP endpoint in the same residential/enterprise IP network via Local IP Access.
For a connected mode UE, it is easy to realize the requirement: The L-GW can simply forward the packets to other IP devices in the home/enterprise network by using the existing UP data path. There is no specification update required.

For an Idle mode UE, there are two alternatives to consider.

Alt 1: support paging. The detailed paging mechanism is described as the above. The paging procedure is the same as the current and no update to the macro S-GW. Since during the direct tunnel establishment procedure, the L-GW records the S5 TEID of S-GW for downlink as the dormant and the S1 TEIDs for uplink as active.

Alt 2: limited paging. The HeNB can always keep the UE in active mode to avoid the need for paging. The mechanism to realize this is to update the S1 release procedure. When the MME sends a S1 release message to the HeNB with the LIPA indicator, the HeNB will maintain the UE context for LIPA connection.

Both alternatives can support SA1 requirements, the choice depends upon operator preference.
2.6 Managing LIPA PDN connection
This section considers how to manage the LIPA PDN connection when the UE moves out of LIPA coverage.

For an active mode UE, the current assumption is that if the UE moves out of LIPA area, the LIPA connection will not be maintained. There is no mobility requirement according to SA1.

For an active mode UE, when the UE is connecting with HeNB and moves out of LIPA coverage, the handover procedure will be triggered. When the MME receives the Handover Required message from the source HeNB, the MME can get the target eNB ID and target TAI. In this manner, the MME determines the UE moving out of LIPA coverage. Then the MME can reply to the source HeNB with a HO Failure message and trigger deactivation of the PDN connection.

Proposal-4: The same mechanism can be used to deactivate LIPA connection after UE has moved out of the HeNB.
2.7 L-GW selection mechanism

In the H(e)NB subsystem, there are 2 deployment case:

· With H(e)NB GW deployment

· Without H(e)NB GW deployment

Then, the L-GW selection mechanism will be updated in following alternatives for the above 2 cases.

1) Without H(e)NB GW deployment

Alt 1: update S1 setup procedure.

· The HeNB forward the L‑GW IP address in S1 setup message to the MME, then the MME will record the HeNB ID and address of the co-located L‑GW. When the MME performs P‑GW selection, it will choose the L‑GW from the mapping table with HeNB and the L‑GW.
Alt 2: update UE associated message

· The HeNB forwards the L‑GW IP address in initial UE message to the MME during attach or PDN connection procedures or Handover procedure.
Alt 3: use DNS based on HeNB ID ( = ECGI) 
For the HeNB, the HeNB ID is the same with ECGI and the MME can obtain the ECGI where the UE is attached. Hence, if the operator registers L-GW info with HeNB, i.e. ECGI to DNS, the MME obtains the L-GW info by querying with the ECGI. 
Evaluation:

Compared with alt1, alt 2 and alt 3, alt 1 has more merits, as there is no need to update every UE associated messages to inform the MME on the mapping relation between HeNB and the LGW and also there is no need to register the large number of L-GWs on all HeNBs. 
2) With H(e)NB GW deployment

Alt 1: update common S1-AP messages.

When the network deploys the H(e)NB GW, the MME cannot know the IP address of the L‑GW or the IP address of the H(e)NB, as the H(e)GW manages the connecting H(e)NB IDs. So, the H(e)NB GW can register the mapping relation with the H(e)NB and the L‑GW after updating the S1 setup procedure. When the MME selects the L‑GW for the LIPA HeNB , the MME can request the H(e)NB GW by the newly defined S1-AP message. The request message is a UE associated message.
Alt 2: update UE associated message

The HeNB forwards the L‑GW IP address in an initial UE message to the H(e)NB GW and to the MME during Attach or PDN connection procedures or Handover procedure.
Alt 3: use DNS based on HeNB ID ( = ECGI) 
For the HeNB, the HeNB ID is the same with ECGI and the MME can obtain the ECGI where the UE is attached. Hence, if operator registers L-GW info with HeNB,i.e. ECGI to DNS, the MME obtains the L-GW info by querying with the ECGI. 
Evaluation:

With H(e)NB GW deployment, alt 2 is better than alt 1and alt 3, as it only updates the current S1-AP message, no new message required and also no DNS management for L-GWs required.
Conclusion:

For the L‑GW selection mechanism, it is better to update the UE-associated message to ensure the IP address of the L‑GW is forwarded to the MME. This method is common to both deployment cases.
3. Conclusion
It is proposed that the above update will be adopted for the normative work decision and included in 23.829. 
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