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Abstract of the contribution: This contribution discusses Overload Control key issue and proposes RAN based solutions for signalling network congestion and core network congestion.
1. Introduction

One of the most urgent issues for standardisation of Network Improvements of Machine Type Communication is congestion control. This is because there’s some operators already announced to be suffered by lots of MTC devices accessing the network. 

This contribution analyzes the Overload Control issue and provides RAN based solutions for it. Another solution for the same issue based on PGW/GGSN handling is also proposed but in an independent paper of S2-102269.
2. Discussion

In SA1 TS22.368, the overload control is divided into three use cases:

· Radio Network Congestion 

· Signalling Network Congestion 

· Core Network Congestion

This contribution focuses on Signalling Network Congestion and Core Network Congestion.

All the network congestions are caused by massive access. We foresee large amount of MTC Devices which may be far more than that of H2H UEs. The H2H UE’s behaviours are totally randomized, while the MTC Devices may behave similarly and sometime synchronized. So the congestion issue is different and more serious consideration must be taken before massive MTC Devices is going ot be deployed in the network. Since the congestions are mainly caused by MTC Devices, we analyze those congestion use cases and try to find ways to mitigate the congestion caused by MTC Devices.

Signalling Network Congestion is caused by massive access to the same MME/SGSN so that the MME/SGSN cannot handle all the requests (e.g. attach request from massive MTC Devices upon the power recovery after a period of power outage, or paging response for group trigger). We can also call it “MME/SGSN Congestion” for simplification. Those requests may be from devices scattered in various eNBs belonging to the same MME/SGSN, and at the same time the Radio Network itself  is not congested at all. Another use cases maybe that operators want to limit certain MTC device/applications (e.g. MTC group, or APN) accessing to the network, i.e. other devices/application are still allowed to access. In this case, the MME/SGSN is not really congested, but in a limited service mode to certain device/application.  Both cases are useful and should be considered. 
Core Network Congestion is mainly caused by massive requests to the same GGSN/PGW so that the GGSN/PGW cannot handle them. The requests also may be from devices scattered in various eNB or MME/SGW. The problem is mainly caused by the devices belonging to the same group or oriented to the same APN. It can also be called “GW Congestion”. When GW Congestion happens, eNB Congestion and MME Congestion may or may not happen.

As shown in the following figure, the two types of congestions are caused by massive access converging at different nodes. Different mechanisms can be used to mitigate the congestions accordingly.
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Figure1. MME/SGSN Congestion and GW congestion

Solutions for MME/SGSN Congestion and GW congestion
There is a solution in the TR that the congested MME/SGSN can simply reject the requests targeted at a particular APN or MTC Group which already causes congestion to the specific MME/SGSN (see section 6.22 of TS 23.888). However, the MME/SGSN still needs to find out whether the requests are targeted at the specific MTC Group or APN and thus reject it which may further burden the MME/SGSN. And even though the MME/SGSN rejects the requests thereafter, the requests still consume radio and RAN handling capability. This solution is also used to mitigate GW congestion as proposed. To further relieve radio, RAN, MME/SGSN and GW, here we propose additional solutions to avoid MME/SGSN congestion and GW congestion caused by certain MTC Devices/applications.

Solution 1: Access Control of MTC device
The RAN node can broadcast group related Access Control information, e.g. an MTC Group ID or a specific APN, or access type (e.g. attach or service request) which is relevant with the MME/SGSN/PGW/GGSN congestion. Any MTC Devices receiving the broadcast will cancel or delay the access targeted at the specific group or access type until the broadcast changes. 
Due to electricity recovery after a large scale power outage, all MTC devices initiating attach causes the MME/SGSN to get overloaded. With MME/SGSN informing RAN node the overload event with type (e.g. attach overload for MTC device)  RAN will broadcast “Attach Access Control for MTC device”, so that all MTC Devices initiating Attach Request will delay or cancel their access, while other requests like Detach Request or Service Request are allowed to guarantee the normal services. As a consequence, all those requests won’t reach MME/SGSN/PGW/GGSN at all, so the MME/SGSN/PGW/GGSN congestion is fully avoided. And thanks to no access initiated by the relevant MTC Devices at all, there’s no unnecessary radio resource, RAN or MME/SGSN processing power being wasted.
For the group trigger paging response case, if MME/SGSN gets overloaded, MME/SGSN will inform RAN node the overload event with type (e.g. group overload for MTC device). With the trigger RAN node broadcasts “group access control for MTC device”, so that all MTC Devices belonging to the group will delay the access to ease the burden of MME/SGSN.
Solution 2: Rejecting RRC Connection requests of MTC device
In the current LTE specification, When a MME is experiencing the congestion, the MME sends the OVERLOAD START message to eNB in order to prevent the additional load on the MME. On receiving OVERLOAD START message from the MME, the eNB rejects any request from the UE to the MME. Also, in MME selection, and the eNB excludes the overloaded MME. 

Here below we propose to extend the current MME overload control mechanism in order to discriminate the service for the normal UE and for the MTC device. 
When MME experiences overload, the MME sends OVERLOAD START message with overload action, e.g. reject all RRC connection establishment for MTC device, or reject RRC connection establishment for specific MTC Group. On receiving the OVERLOAD START message, the eNB performs the corresponding RRC connection establishment rejection and may indicate to the MTC device an appropriate back-off time in the reject message that limits further RRC connection requests for a while. 
. When the MME has recovered and wishes to increase its load, the MME sends OVERLOAD STOP messages to the eNB.
3. Proposal
It is proposed to adopt the following changes into TR 23.888.
Start of the changes
6.X
Solution – Access Control by RAN
6.X.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.”
6.X.2
General

To avoid and handle the overload situations caused by MTC devices, the MME/SGSN can send OVERLOAD START message to the RAN node to trigger the Access control for MTC devices and avoid following access to the network. The OVERLOAD START message can include specific overload actions as follows:

· Access control for all the MTC devices. Based on that, RAN node will broadcast “access barring for MTC device” in system information. If MTC devices have a specific access class, the broadcast information will be “access barring for a specific access class”; or
· Access control for the MTC devices with specific group. MME/SGSN will provide group related access control information, e.g. an MTC Group ID or a specific APN, to RAN node. Based on that, RAN node will broadcast “access barring for MTC device with specific group” in system information; or

· Access control for the MTC devices with specific access type. MME/SGSN will provide access type related control information, e.g. signalling or data or attach or service request. Based on that, RAN node will broadcast “access barring for MTC device with specific access type”.

The barring time can be included in the broadcast information to delay and randomize the following access.

The MTC device which is going to access will receive the broadcast information for access control and check whether this access is barred or not. If yes the corresponding MTC devices will delay the access to the network.

When the overload situations eased, the MME/SGSN can sent OVERLOAD STOP message to RAN node to stop the access control for MTC devices.
6.X.3
Impacts on existing nodes or functionality
The RAN needs to support MTC device Access control with different granularity triggered by MME/SGSN in the system broadcast information.

The SGSN/MME needs to provide the different overload actions for MTC devices to the RAN node.
6.X.4
Evaluation
With this solution, the RAN and core network resource consumption can be avoided during congestion situation and there will be no further AS and NAS signaling initiated from MTC devices.

The broadcast information for access barring needs to be enhanced to restrict the further MTC device access with different granularity triggered by MME/SGSN.
6.Y
Solution –Rejecting RRC Connection Request by RAN 

6.Y.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.”
6.Y.2
General

When MME/SGSN experiences overload caused by MTC devices, the MME/SGSN sends OVERLOAD START message to the RAN node with following overload action, 

· Reject all RRC connection establishment for MTC device; or 
· Reject RRC connection establishment for MTC devices with specific Group; or

· Reject RRC connection establishment for the MTC devices with specific access type, e.g. signalling or data. 
On receiving the OVERLOAD START message, the RAN node performs the corresponding RRC connection establishment rejection and may indicate to the MTC device an appropriate back-off time in the reject message that limits further RRC connection requests for a while.

When the MME/SGSN has recovered and wishes to increase its load, the MME/SGSN sends OVERLOAD STOP messages to the RAN node.
6.Y.3
Impacts on existing nodes or functionality
The RAN node needs to support rejecting the RRC Connection Request based on the overload action from MME/SGSN. 
The MME/SGSN needs to provide MTC specific overload action to the RAN node.
6.Y.4
Evaluation

With this solution, the AS access signalling will be blocked in RAN node during congestion situation and there will be no further NAS signaling interaction or resource consumption in RAN and core network.
End of changes
MTC Server





PGW











MME





MME











3GPP

SA WG2 TD


