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Abstract of the contribution:

This contribution presents details on a solution alternative for Key issue “IPv4 Addressing” based on re-use of the existing APN concept. 
Discussion

An alternative solution for key issue “IPv4 Addressing” is introduced. The solution is based on re-use of the APN concept.
Introduction of APNs dedicated for MTC in conjunction with VPNs allows the MTC server to address MTC devices that have been assigned private IPv4 addresses.

Dedicated APNs can be defined for separate MTC companies (e.g. MTC Users). 
The MTC server can be viewed as the layer 3  tunnel endpoint in the public address space and operating in the MTC Users VPN.

In the case of inter working with the MTC Server as described in 29.061 two methods can be used to interwork with private IP networks:

1.
the PLMN operator manages internally the subnetwork IPv4 addresses and/ or IPv6 prefixes as applicable. Each private network is assigned a unique subnetwork IPv4 addresses and/ or IPv6 prefixes. Normal routing functions are used to route packets to the appropriate private network;

2.
each private network manages its own addressing. In general this will result in different private networks having overlapping address ranges. A logically separate connection (e.g. an IP in IP tunnel or layer 2 virtual circuit) is used between the GGSN/P-GW and each private network. In this case the IP address alone is not necessarily unique. The pair of values, Access Point Name (APN) and IPv4 address and/or IPv6 prefixes, is unique.
Given the projections for the multitude of MTC devices the advantage of case 2 allowing overlapping address ranges has clear advantages.  An APN based solution also solves an IPv4 address shortage by allowing each M2M service to use its private IPv4 addresses.

The APN concept fulfils the TR 23.888 IPv4 Addressing (ch 5.3.2) required functionality as per following table
	Required Functionality
	Compliance

	The mechanism shall be scalable;
	GGSN/P-GW can be scaled to support many APNs.  A separate tunnel would be defined for each MTC service APN.

	The mechanism shall minimize the required configuration by the MNO and the MTC User;
	Minimal local configuration is required to define a tunnel

	The mechanism shall minimize the required messaging transactions by the MTC Server to initiate MT communications;
	No addition transactions required. 
The IP packets addressed towards MTC device private IP address are encapsulated as part of layer 3 tunnel towards GGSN/P-GW

	The mechanism shall minimize the messaging sent over the air to the MTC Device;
	No additional messaging required

	The mechanism shall minimize any additional user plane latency;
	Minimal latency is introduced due to layer 3 tunnel. No additional burden in EPS/GPRS network.

	The mechanism shall minimize any additional security threats to the MTC Device
	APN based solution reduces security threats.
Additional security is introduced through APN concept: Traffic separation between MTC companies, MTC device restricted to specific MTC service APN


Proposal

The following changes are proposed to TR 23.888 v0.3.2.
* * * Begin First Change * * * *

6.xx
Solution – IPv4 Addressing
6.xx.1
Problem Solved / Gains Provided

See clause 5.3, “Key Issue – IPv4 Addressing.”

6.xx.2
General
Introduction of APNs dedicated for MTC  in conjunction with VPNs allows the MTC server to address MTC devices that have been assigned private IPv4 addresses.
Dedicated MTC Service APNs can be defined towards different MTC companies (e.g. MTC Users).
As per existing specifications the APN can be provided by the MTC device and/or from the HLR/HSS.
The MTC Server with an interface on the public Internet can be viewed as the tunnel endpoint communicating with the GGSN/P-GW over the MTCi (i.e. Gi/SGi).
One can also take a further abstracted view of  the MTC server to also include other components  (e.g.  router/firewall) required to terminate the VPN layer 3 tunnel at a public IP address. In addition the MTC server may have separate interfaces on the private network and one attached to the public address space.
MTC server communication towards the MTC device is carried within the layer 3 tunnel (e.g. IPsec, GRE, IP-IP) over Gi/SGi towards the GGSN/P-GW. 
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 Figure 1 Server sending a mobile terminated message to a MTC Device in a private IPv4 address space thru L3 tunnel

6.xx.3
Impacts on existing nodes or functionality

No impacts. Concept supported by existing APN concept and Gi/SGi specification (29.061)
6.xx.4 
Evaluation
Benefits:
· Reuse GGSN/P-GW selection based on APN 

· Reuse flexibility of GGSN/P-GW local configuration data associated with APN 

· Flexible IP address assignment allowing usage of overlapping private IP addresses across different APNs (i.e. different MTC companies)

· Avoids complexity of NAT based solutions

· Exploits commonly supported traffic separation techniques in GGSN/P-GW allowing a VPN for each defined MTC Service

· Security enforcement through traffic separation. Traffic from and to MTC devices are tunnelled to dedicated MTC Servers

· Enhance security as MTC devices are restricted to specific MTC APNs
· Allows for SLAs between operators and MTC Users as devices are aggregated on APN basis
Drawbacks:
* * * End of Changes * * * *
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