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Abstract of the contribution: 
A solution for access congestion control is presented. By combining this method with the possibility to treat certain categories of MTC traffic as “low priority”, the operator has an effective tool to cut the peaks and smoothen out the traffic to avoid congestion. The access congestion control is done proactively, i.e. congestion situations can be avoided and no resources are wasted on rejecting access attempts. The amount of access control can follow a fixed daily schedule to smoothen out traffic and/or it can be varied dynamically based on feedback from the current load situation to handle sudden traffic peaks in the network.
1   Introduction
It is expected that many categories of MTC traffic may be tolerant to a certain control from the network side for when in time the MTC device can access the network. By moving such “low priority” traffic in time, overload in the network can be avoided and the network resources utilized better. 

A method for avoiding overload can be based on the following principles: 

· Allocate all MTC devices a random number between 1 and 1000 (e.g. last three digits of the IMSI or some other hash function on the IMSI)

· Broadcast a range of numbers that are currently allowed to access the system (e.g. 1-100….)

· Every x min the broadcast info is updated and a new range is allowed

· Once the MTC device detects that it is allowed to access the system it waits a random time and then initiates the access attempt
· The MTC device only obeys the method for access attempts that it has labeled “low priority” 
The range that is permitted can be increased or decreased every time the broadcast info is updated based on a predefined schedule. By allowing only a small range during peak hours and the full range during low load hours, traffic can for example be smoothen out over the 24 hours.   
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Figure 1: Smoothen out the traffic to avoid congestion
The access congestion control should work best if applied on traffic that has been classified as “low priority” and thus is more tolerant to delays (see other contribution in S2-102223). It is believed that a significant part of MTC traffic can be classified as “low priority” and possibly other types of traffic too. The end result is that the “low priority” traffic can be admitted into the network without requiring capacity build out and therefore be possible to provide with low cost subscription plans.
It is also possible that networks will need to support an access control mechanism that allows for controlling access by all types of MTC devices (i.e. not only “low priority”). However it seems more reasonable to tie it to a “low priority” indication for a group of devices negotiated as delay tolerant in SLA allowing special price plans etc. 

Instead of using a predefined schedule for the size of the broadcasted ranges, the ranges can also be varied dynamically based on feedback from the current load situation. That would allow a faster control and a possibility to handle sudden traffic peaks in the network. By immediate decrease of the allowed range, the sudden traffic peaks may be reduced in the network by moving low priority traffic.
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Figure 1: Cut traffic peaks to control congestion
It should be possible to combine the two methods. That is, smoothen out the bulk of the low priority traffic, and using the reminder of low priority traffic to mitigate sudden traffic peaks. Whether the methods are combined or used separately should be an implementation choice.
The proposed method has similarities with the existing Access Class Barring (ACB) feature in 3GPP specifications. Main differences are: 

· Proactive congestion control is similar to ACB but works “the other way around”. MTC Devices are admitted instead of blocked.

· Proactive congestion control is targeted to control only the load from MTC Devices and more specifically delay tolerant MTC devices.  ACB affects all kind of terminals.

· ACB is only active when specific radio resources are overloaded, whereas Proactive congestion control is always active.

· Proactive congestion control provides a more efficient distribution of load over the days 24 hours. This means the operator can utilize the equipment better and up to some level, low priority MTC devices can be added into the network without any extra equipment investments, which is important for MTC. 
· Proactive congestion control is backward compatible and can work on top of ACB. Proactive works constantly in the background for delay tolerant MTC devices and ACB is triggered for all devices when there are no radio resources left.

In a comparison the Proactive congestion control method may be seen as a “throttling” mechanism for machine-to-machine devices that, in contrast to human-to-human devices, are not sensitive to delays for when they can access the communication network. Given that the number of MTC devices may eventually become tenfold the number of normal mobile phones, it seems reasonable to have a congestion control mechanism that is tailored for the characteristics of those devices. 

For the method to be effective it is important that the access priority used by the MTC Device is forwarded to the Core Network. The CN may simply record the used access priority in the CDR’s or other charging related information of the MTC Device for later follow up and comparison with the Service Level Agreement (SLA) the operator has with the MTC Service Provider. Billing an extra charge if the used access level doesn’t conform to the SLA may be the incentive for the MTC Service Provider to follow an agreed “low priority” access level. For this to work also in the roaming case the recording should be done in the HPLMN GGSN/PGW. It may also be possible to police the used access priority level based on the SLA (i.e. post admission analysis can identify SLA violations and result in the release of corresponding radio resources). However, the billing incentive is simpler for Rel-10 and might also be more attractive for both the operator and the MTC Service Provider as it can provide a better end-user experience and increased revenue.
The proposed method should be possible to apply to E-UTRAN, UTRAN and GERAN. It is suggested that the proposal is further communicated and verified by the respective GERAN and RAN groups. The GERAN radio protocols differ from E-UTRAN and UTRAN protocols and a different approach might be more suitable for GERAN. It is thus suggested that TSG GERAN investigates this proposal together with other possible proposals and based on this decides a way forward.
2   Proposal

It is proposed to introduce the text below into the TR 23.888 and that the proposal is further communicated and verified by the respective RAN and GERAN working groups.
Beginning of changes
6.x 
Solution – Proactive congestion control
6.x.1
Problem Solved / Gains Provided

See clause 5.12 “Key Issue – Signalling Congestion Control”.  
6.x.2
General
It is expected that many categories of MTC traffic may be tolerant to a certain control from the network side for when in time the MTC device can access the network. By moving such “low priority” traffic in time, overload in the network can be avoided and the network resources utilized better. 

A method for avoiding overload can be based on the following principles: 

· Allocate all MTC devices a random number between 1 and 1000 (e.g. last three digits of the IMSI or some other hash function on the IMSI)

· Broadcast a range of numbers that are currently allowed to access the system (e.g. 1-100….)

· Every x min the broadcast info is updated and a new range is allowed

· Once the MTC device detects that it is allowed to access the system it waits a random time and then initiates the access attempt
· The MTC device only obeys the method for access attempts that it has labeled “low priority” 
The range that is permitted can be increased or decreased every time the broadcast info is updated based on a predefined schedule. By allowing only a small range during peak hours and the full range during low load hours, traffic can for example be smoothen out over the 24 hours.   
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Figure 1: Smoothen out the traffic to avoid congestion
The access congestion control should work best if applied on traffic that has been classified as “low priority” and thus is more tolerant to delays. It is believed that a significant part of MTC traffic can be classified as “low priority” and possibly other types of traffic too. The end result is that the “low priority” traffic can be admitted into the network without requiring capacity build out and therefore be possible to provide with low cost subscription plans.

It is also possible that networks will need to support an access control mechanism that allows for controlling access by all types of MTC devices (i.e. not only “low priority”). However it seems more reasonable to tie it to a “low priority” indication for a group of devices negotiated as delay tolerant in SLA allowing special price plans etc.
Instead of using a predefined schedule for the size of the broadcasted ranges, the ranges can also be varied dynamically based on feedback from the current load situation. That would allow a faster control and a possibility to handle sudden traffic peaks in the network. By immediate decrease of the allowed range, the sudden traffic peaks may be reduced in the network by moving low priority traffic.
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Figure 1: Cut traffic peaks to control congestion
It should be possible to combine the two methods. That is, smoothen out the bulk of the low priority traffic, and using the reminder of low priority traffic to mitigate sudden traffic peaks. Whether the methods are combined or used separately should be an implementation choice.

The proposed method has similarities with the existing Access Class Barring (ACB) feature in 3GPP specifications. Main differences are: 
· Proactive congestion control is similar to ACB but works “the other way around”. MTC Devices are admitted instead of blocked.
· Proactive congestion control is targeted to control only the load from MTC Devices and more specifically delay tolerant MTC devices.  ACB affects all kind of terminals.
· ACB is only active when specific radio resources are overloaded, whereas Proactive congestion control is always active.
· Proactive congestion control provides a more efficient distribution of load over the days 24 hours. This means the operator can utilize the equipment better and up to some level, low priority MTC devices can be added into the network without any extra equipment investments, which is important for MTC. 
· Proactive congestion control is backward compatible and can work on top of ACB. Proactive works constantly in the background for delay tolerant MTC devices and ACB is triggered for all devices when there are no radio resources left.

In a comparison the Proactive congestion control method may be seen as a “throttling” mechanism for machine-to-machine devices that, in contrast to human-to-human devices, are not sensitive to delays for when they can access the communication network. Given that the number of MTC devices may eventually become tenfold the number of normal mobile phones, it seems reasonable to have a congestion control mechanism that is tailored for the characteristics of those devices. 

For the method to be effective it is important that the access priority used by the MTC Device is forwarded to the Core Network. The CN may simply record the used access priority in the CDR’s or other charging related information of the MTC Device for later follow up and comparison with the Service Level Agreement (SLA) the operator has with the MTC Service Provider. Billing an extra charge if the used access level doesn’t conform to the SLA may be the incentive for the MTC Service Provider to follow an agreed “low priority” access level. For this to work also in the roaming case the recording should be done in the HPLMN GGSN/PGW. It may also be possible to police the used access priority level based on the SLA (i.e. post admission analysis can identify SLA violations and result in the release of corresponding radio resources). However, the billing incentive is simpler for Rel-10 and might also be more attractive for both the operator and the MTC Service Provider as it can provide a better end-user experience and increased revenue.
The proposed method should be possible to apply to E-UTRAN, UTRAN and GERAN. 

6.x.3
Impacts on existing nodes or functionality
Impacts system broadcast information on E-UTRAN, UTRAN & GERAN. An access priority parameter needs to be conveyed in protocols from RAN to CN/GGSN/PGW for storage in charging data. MTC Device/terminal impact on connection establishment parts.
6.x.4
Evaluation

Benefits:
· A congestion control method with relatively limited impact on the mobile network, which is targeted at delay tolerant MTC devices. 
· Enables a possibility to utilize unused network resources for MTC (a simplified form of time control). Facilitates low cost price plans for MTC. 
· Works in the roaming scenario. As soon as MTC devices support the functionality, networks may benefit from it regardless if the devices are roaming or their own subscribers.
Drawbacks:

· Additional system broadcast information required. 
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