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Discussion

TR 23.888 section 6.28 describes the broadcasting solution for the Signalling Congestion Control key issue.  The RAN, SGSN/MME, and/or GGSN/PGW triggers the RAN to broadcast, in the system information to the UEs, MTC Access Barring information in order to stop or prevent MTC Devices from causing or adding to congestion and overload in the network.  In order to improve upon the current solution the following enhancements are proposed in this contribution:

· Added “Low-Priority-Access” MTC access barring option

· Allows for preventing further Low-Priority-Access MTC access attempts when general congestion is detected at the RAN, SGSN/MME and/or GGSN/PGW.

· Can work in conjunction with RRC and/or NAS access attempt rejection mechanism to provide both a fast and efficient congestion control mechanism at a very coarse level of granularity.

· Updated “PLMN type” access barring options to map to requirements in the “Potential overload issues caused by Roaming MTC devices” key issue in subclause 5.14.2

· Removed separate “all MTC Devices” access barring option as it is also a “PLMN type” option

· Categorized access barring options into two categories that can be independently considered for Rel-10 and beyond.

· Coarse-grained – “Low-Priority-Access” and “PLMN type” MTC access barring 

· Not dependent on MTC Group ID definition or implementation

· Indiscriminately punishes both behaving and misbehaving MTC applications

· Fine-grained – MTC Devices related to a specific APN or belonging to a particular MTC Group

· Dependent on MTC Group ID definition and implementation

· Discriminately punishes only misbehaving MTC applications of specific group 

· Reused procedure defined in subclause 4.3.7.4 of TS 23.401 for selecting how SGSN/MME selects set of available RANs to send MTC access barring OVERLOAD START message to.

· Random selection so that if two SGSNs/MMEs within a pool area are overloaded, they do not both send OVERLOAD START messages to exactly the same set of RANs.

· Proportional to reflect the amount of load that the SGSN/MME wishes to reduce. 

· In addition to procedures in 23.401, added option to limit barring to a particular location area or subset or RANs where the MTC Devices of the targeted group are known to be registered.

· RAN can invoke coarse-grained MTC access barring for RAN congestion without any communication with SGSN/MME (using internal congestion threshold alarms).

· When using pooling of CN nodes, for SGSN/MME-triggered coarse-grained MTC access barring the RAN should only broadcast a particular MTC access barring option when all connected MMEs/SGSNs have enabled the particular MTC access barring option

In addition to these solution enhancements, this contribution expands on the impacts and evaluations by providing more details on impacted nodes and functionality and listing the benefits and drawbacks of broadcasting of MTC access barring.  Specific impacts, benefits and drawbacks of coarse- and fine-grained options and RAN-, SGSN/MME- and GGSN/PGW-triggered options are called out independently in order to allow for consideration of a subset of the different options for Rel-10 timeframe.  Specifically, coarse-grained options that are RAN-triggered and SGSN/MME-triggered will have a low impact on existing 3GPP standards and products and thus may be feasible for Rel-10.

Proposal

It is proposed to add the below text in 3GPP TR 23.888.
* * * First Change * * * *
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* * * Next Change * * * *

5.12.3
Evaluation
5.12.3.1
Evaluation for Congestion Control
For congestion control, a combined solution from “Solution – Rejecting connection requests by the SGSN/MME”, see subclause 6.22, and “Solution – Broadcasting MTC Access Control by RAN,” see subclause 6.28, provides the most complete, fast and efficient means to manage the network load from a particular MTC group and/or related to a specific APN.  
At the immediate onset of a congestion scenario, the first few MTC Devices from the congesting MTC Group/APN requesting RRC and/or NAS access can be rejected assuming there are enough signalling resources available to receive and reject the RRC and/or NAS access requests.  To prevent the remaining MTC Device from the congesting MTC Group/APN from sending any access requests during the remainder of the congestion scenario, MTC access barring can be broadcast by the RAN to efficiently bar the specific congesting MTC Group/APN from attempting access.  The RRC and/or NAS rejection back-off times and MTC access barring randomization can successful prevent the rejected/barred MTC Devices from almost simultaneously initiating access attempts after the congestion scenario has subsided. 

Given this solution is dependent on the implementation of MTC Groups, it does not provide for a low impact on existing 3GPP standards and products and thus is not feasible in Rel-10.

5.12.3.2
Evaluation for Overload Control

For overload control, a combined solution from “Solution – Rejecting connection requests by the SGSN/MME”, see subclause 6.22, “Solution – Rejecting RRC Connection and Channel Requests by the eNodeB/RNC/BSS,” see subclause 6.26, and “Solution – Broadcasting MTC Access Control by RAN,” see subclause 6.28, provides the most complete, fast and efficient means to manage the network load from all MTC Devices independently from other devices.  
At the immediate onset of an overload scenario, the first few MTC Devices requesting RRC and/or NAS access can be rejected assuming there are enough signalling resources available to receive and reject the RRC and/or NAS access requests.  To prevent the remaining MTC Device from sending any access requests during the remainder of the overload scenario, MTC access barring can be broadcast by the RAN to efficiently bar all MTC Devices, low-priority MTC Devices, and/or MTC Devices of a PLMN type from attempting access.  The RRC and/or NAS rejection back-off times and MTC access barring randomization can successful prevent the rejected/barred MTC Devices from almost simultaneously initiating access attempts after the overload scenario has subsided.   
Given this solution is not dependent on the implementation of MTC Groups, it provides for a low impact on existing 3GPP standards and products that may be feasible in Rel-10.
* * * Next Change * * * *

5.14.3
Evaluation
5.14.3.1
Evaluation for M2M “access class barring” functionality
The “PLMN type” option from “Solution – Broadcasting MTC Access Control by RAN,” see clause 6.28, defines the required mechanisms for barring MTC Devices based on their current PLMN type (e.g. not in HPLMN, PLMN in the (U)SIM’s preferred PLMNs list, Equivalent HPLMN, etc).  Given this solution is not dependent on the implementation of MTC Groups and can use a very efficient encoding of the PLMN type to take advantage of spare bits in pre-existing system information messages, it provides for a low impact on existing 3GPP standards and products that may be feasible in Rel-10.
NOTE: the detailed “PLMN type” indication parameters should be specified in stage 3.

Editor’s note: Text to be added for remaining functionality requirements
* * * Next Change * * * *

6.23.4 
Evaluation

Benefits:

· Based on existing parameter in the UTRAN RRC protocol. Similar parameter can be added to the E-UTRAN RRC protocol and to GERAN.   

· Works in a roaming environment. A network upgraded with “low priority” functionality can take advantage of this as soon as there are terminals also supporting this regardless if terminals are roaming or not.

· Low impact on existing 3GPP standards and products and may be feasible in Rel-10. 

· allows for CN node specific load control in flex or sharing scenarios
· Initially provides, from the time RAN decides to start rejecting low-priority-access requests until the first low-priority-access barring is broadcast in system information, a faster way to protect from overload compared to mechanisms relying on broadcasted system information (e.g. ACB)

Drawbacks:

· Doesn’t allow to switch off specific groups or applications (vs. broadcasting in system information which can prevent low-priority-access requests from devices that have not received access rejections).
· the node specific load control or network sharing specific control might not work if the device signals the IMSI instead of temporary IDs e.g. during PLMN changes
· As it bases on UE individual signaling it might not be possible to completely avoid Radio Resource congestion. There are also related work in RAN e.g. usage of concentrators. 

* * * Next Change * * * *

6.28
Solution – Access Control by RAN
6.28.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.” and clause 5.14, “Key Issue – Potential overload issues caused by Roaming MTC devices.”
6.28.2
General

To avoid and handle the overload situations caused by MTC Devices, the MME/SGSN can send OVERLOAD START message to the RAN node, O+M action can be directed to the RAN node, and/or internal congestion alarm in RAN node can trigger the broadcasting of access control for MTC Devices to avoid further access to the network. The OVERLOAD START message, O+M action and internal congestion alarm in the RAN can include specific MTC Access Class Barring (ACB) overload actions as follows:

· 
· Coarse-grained access control for MTC Devices with “Low-Priority-Access”.  MME/SGSN, O+M action and/or internal RAN congestion alarm will request MTC access control with indication of “Low-Priority-Access”.  Based on that, RAN will broadcast “access barring for MTC Devices with Low-Priority-Access” in system information.
· Fine-grained access control for MTC Devices with specific group. MME/SGSN, O+M action and/or internal RAN congestion alarm will provide group related access control information (e.g. an MTC Group or specific APN, to RAN node. Based on that, RAN node will broadcast “access barring for MTC Devices with specific group” in the system information; or


· Coarse-grained access control for MTC Devices with specific “PLMN type”. MME/SGSN, O+M action and/or internal RAN congestion alarm will provide PLMN type related control information, i.e. “MTC Devices that are not on their HPLMN or a PLMN in the (U)SIM’s preferred PLMNs list”, “MTC Devices that are not on their HPLMN or an Equivalent HPLMN”, “MTC Devices that are not on their HPLMN” and “all MTC Devices”, to RAN node and/or RAN will determine from internal. Based on that, RAN node will broadcast “access barring for MTC Devices with specific PLMN type” in the system information.

MTC access control with different granularities could be triggered by signalling thresholds in the RAN, SGSN/MME and/or GGSN/PGW. In the case of the GGSN/PGW, the GGSN/PGW informs the SGSN/MME when a congestion threshold is exceeded. P-GW/GGSN can reject the connection request for a particular MTC group, e.g. a specific APN, when the congestion control policy is trigged, and indicates a delay value to the MME/SGSN in the reject message. The delay value is set by P-GW/GGSN for the requested MTC group. By receiving the reject message, MME/SGSN can reject the connection request described under “6.22 Solution – Rejecting connection requests by the SGSN/MME” for the corresponding MTC group until the delay value expires, and the MME/SGSN can also be triggered to provide the congestion indication to RAN nodes.
NOTE:
This functionality is supported for both PMIP and GTP based S5/S8.

Editor’s note: It is FFS if and how access control for MTC Devices with specific groups can be triggered by signalling thresholds in the RAN.


When a SGSN/MME needs to trigger a MTC access control due to the MME/SGSN’s load situation or the congestion indication received from P-GW/GGSN, the SGSN/MME sends the specific OVERLOAD START message to the RANs (eNodeBs/RNCs/BSCs) specifically for MTC Devices, i.e. OVERLOAD START message with an indication of the type (i.e. “Low-Priority-Access” or one of the “PLMN type” options) or group (e.g. MTC Group Identifier) of MTC access to be barred and any load status information.
Similar to general MME overload control procedures in TS 23.401 [X], the set of eNodeBs/RNCs/BSCs to send an OVERLOAD START message should be randomly selected (so that if two SGSNs/MMEs within a pool area are overloaded, they do not both send OVERLOAD START messages to exactly the same set of eNodeBs/RNCs/BSCs) and, in total, be proportional to reflect the amount of load that the SGSN/MME wishes to reduce.  In addition, the set of eNodeBs/RNCs/BSCs to consider sending an OVERLOAD START message may be limited to a particular location area or subset of eNodeBs/RNCs/BSCs (e.g. where MTC Devices of the targeted type are registered).
The RAN uses the information from the SGSN/MME in the OVERLOAD START message, from the O+M action or from the internal RAN congestion alarm to determine if and when to broadcast the corresponding MTC ACB information in the system information to the UEs. Any barring factor and/or barring time or functional equivalent included in the barring information will be derived internally by RAN (similar to general ACB) but should take into consideration any load status information provided by the SGSN/MME or input from the O+M action. The RAN uses the information from the SGSN/MME in the OVERLOAD STOP message, from the O+M action, or from internal RAN congestion alarms to determine if and when to stop broadcasting the corresponding MTC ACB information in the system information to the UEs.  The RAN should not have to wait for indication from or be prevented by SGSN/MME from starting or stopping the broadcast of a particular MTC ACB action.
NOTE:
OVERLOAD START/STOP messages from SGSNs/MMEs to RAN are considered amongst other inputs that can influence the decisions RAN ultimately makes in management of MTC access barring.

When using pooling of CN nodes, the RAN shall only broadcast a SGSN/MME-triggered MTC overload action when all connected MMEs/SGSNs from the same pool area have enabled the MTC overload action. When only a subset have triggered the MTC overload action, the RAN shall instead reject RRC connection requests, as described in clause 6.26, for specific access to a barring SGSN/MME from a MTC Device type or group that the SGSN/MME is barring. An O+M or internally RAN-triggered MTC overload action can be broadcasted regardless of the set of SGSNs/MMEs that have enabled the same MTC overload action.
The MTC Device which is going to access the network will receive the broadcasted system information for MTC access barring and uses this information to determine whether this access is barred or not. If so the corresponding MTC Devices will delay the access to the network. Subsequent initial access attempts to the network will be randomized by each MTC Device using the last barring time or equivalent value(s) provided by the RAN.

Editor’s note: Broadcasting access control barring information in a large area, e.g. whole PLMN, caused by GGSN/PGW congestion should be avoided. 
A MTC Device priority (i.e. “low” or “normal”) shall be configured in a MTC Device in order to determine when “Low-Priority-Access” is barred by the network,
Editor’s note: It is FFS how to configure the MTC access priority in the MTC Device, e.g. SIM OTA or OMA DM. 

Editor’s note: It is FFS how MTC Device priority will be applied to all applications on the device for Rel-10. 

The operator may configure in a MTC Device (using OMA DM) a penalty level to be applied (i.e. weighted) to the received barring factor and/or barring time or equivalent when MTC Low-Priority-Access is barred by all MTC Devices,
NOTE:
When using a penalty level, computed barring values should not be less than originally ordered by RAN in order to prevent an MTC Device from gaining an advantage in access.
6.28.3
Impacts on existing nodes or functionality
Impact on the RAN

Additional RAN functionality for RAN-triggered solution includes:

· For coarse-grained MTC access barring:

· Determining when overall congestion situation within the RAN warrants starting/stopping a particular MTC ACB action 
· Broadcasting MTC access barring with the indication of the type (i.e. “Low-Priority-Access” or one of the “PLMN type” options)
· For fine-grained MTC access barring:

· Determining the MTC Group or APN that is causing congestion within RAN. 

· Determine the barring time and/or barring factor or equivalent for a new MTC access barring start operation.
· Broadcasting MTC access barring with the indication of the type or group of MTC access to be barred, barring time and/or barring factor or equivalent in the system information to the UEs.
· Control via O+M input to the RAN node is less ‘automatic’ but impacts fewer network entities and may attract the human/management attention needed to handle cases of very high overload.
Additional RAN functionality for CN-triggered solution includes:

· Receive the OVERLOAD START/STOP messages from the SGSN/MME with the indication of the type (i.e. “Low-Priority-Access” or one of the “PLMN type” options) or group of MTC access to be barred.
· Determine if CN provided OVERLOAD START/STOP request influences MTC ACB and/or RRC rejection operations for the requesting CN node and other CN nodes sharing a pool area with the requesting CN node.
· Determine the barring time and/or barring factor or equivalent for a new MTC access barring start operation.

· Broadcasting MTC access barring with the indication of the type (i.e. “Low-Priority-Access” or one of the “PLMN type” options) or group of MTC access to be barred, barring time and/or barring factor or equivalent in the system information to the UEs.


Impact on the SGSN/MME

Additional SGSN/MME functionality for CN-triggered solution includes:

· For coarse-grained MTC access barring:
· Determining when overall congestion situation, within SGSN/MME or upon reception of congestion indication from GGSN/PGW, warrants starting/stopping a particular MTC ACB action.
· For fine-grained MTC access barring:

· Determining the MTC Group or APN that is causing congestion, within SGSN/MME, or upon reception of indication from GGSN/PGW.
· (For GGSN/PGW-triggered) Indicating MTC Group ID to GGSN/SGW
· Determining the proportion and specific set of RANs to send a new MTC ACB action.
· Sending the OVERLOAD START/STOP messages to the targeted RANs specifically for MTC Devices with the indication of the type (i.e. “Low-Priority-Access” or one of the “PLMN type” options) or group of MTC access to be barred.

· For penalty level configuration:
· A mechanism is required to configure a penalty level in the MTC Device to be used for processing MTC access barring information for Low-Priority-Access attempts by the MTC Device.

NOTE: the detailed message name and indication parameters should be specified in stage 3.

Impact on the HSS/HLR

Additional HSS/HLR functionality for CN-triggered solution includes:

· For fine-grained MTC access control:

· Storing the MTC Group Identifier as part of the subscription profile of an MTC Device.
Impact on the SGW

Additional SGW functionality for PGW-triggered solution includes:

· For coarse-grained MTC access barring:
· Forwarding the overall PGW congestion situation indication received from PGW to MME
· For fine-grained MTC access barring:

· Forwarding MTC Group IDs received from MME to PGW
· Forwarding the congestion situation indication received from PGW to MME for a particular MTC Group or APN
Impact on the GGSN/PGW

Additional GGSN and PGW functionality for GGSN/PGW-triggered solution includes:

· The GGSN/PGW needs to provide the different overload actions for MTC Devices to the SGSN/MME node.
· For coarse-grained MTC access control:

· Detecting the overall GGSN/PGW congestion condition.
· Indicating the overall GGSN/PGW congestion situation to SGSN/MME.

· For fine-grained MTC access control:

· Receiving MTC Group ID from SGSN/SGW.
· Determining the MTC Group or APN that is causing congestion within GGSN/PGW.

· Indicating the congestion situation within GGSN/PGW to the SGSN/SGW for a particular MTC Group or APN.
Impact on the MTC Device / UE

Additional functionality for the communication module in MTC Device / UE with this solution includes:
· The MTC Device needs to recognize the different MTC specific access control types and groups that are applicable to it.
· The MTC Device uses the latest received MTC access barring information to determine if, and for how long, not to initiate any access requests.
· For penalty level configuration:

· A mechanism is required to configure a penalty level in the MTC Device to be used for processing MTC access barring information for Low-Priority-Access attempts by the MTC Device.
6.28.4
Evaluation
Benefits:

· RAN and core network resource consumption can be avoided during congestion situation and there will be no further AS and NAS signaling initiated from the targeted, access barred MTC Devices.

· Can be used for both congestion control as well as overload control as described in subclause 5.12.
· With broadcasting MTC access barring it may be possible to completely stop congestion even if RRC and/or NAS signalling are almost instantaneously overwhelmed with access attempts.

· Different combinations of MTC ACB actions provides for a low impact on existing 3GPP standards and products that may be feasible in Rel-10 (e.g. coarse-grained via RAN and/or SGSN/MME triggering) while allowing reuse for expanded functionality in Rel-11 (e.g. fine- and coarse-grained via RAN, SGSN/MME and/or GGSN/PGW).
· Complements RRC and NAS access request rejection mechanisms i.e. initial few requests rejected and remaining subsequent requests prevented through MTC access barring. 
· Barring time randomization or equivalent prevents simultaneous subsequent initial access attempts by a previously blocked group.
· Provides solution for “unhappy” VPLMN operator to handle signalling and VLR space congestion from roaming MTC Devices.

· For RAN triggered options:
· Does not impact CN entities (coarse-grained options).
· Permits the VPLMN to activate barring because of a situation reported by another PLMN operator and/or due to severe abnormalities in the levels of core network signalling to particular HSS(s).
· For CN triggered options:

· Allows aggregated MTC specific congestion at the SGSN/MME and/or GGSN/PGW to be stopped and/or prevented without guaranteed signalling bandwidth for worse-case individualized access request rejections.
· For O+M triggered options:

· An effective yet relatively simple solution for catastrophic overload is probably the use of O+M controlled “access class barring” functionality that can be used to bar e.g.:
· “low value” M2M devices that are not on their HPLMN or a PLMN in the (U)SIM’s preferred PLMNs list;

· “low value” M2M devices that are not on their HPLMN or an Equivalent HPLMN;

· “low value” M2M devices that are not on their HPLMN;

· “low value” M2M devices;
· This may be achievable with just 2 broadcast bits. Reducing the core network load by X% can be achieved by the O+M barring of X% of the base stations/Node Bs/eNodeBs.
· For coarse-grained options:

· Not dependent on implementation of MTC Group Identifier support.
· Allows for efficient encoding of MTC access barring information that should fit in the spare bits of pre-existing System Information messages used for Access Class Barring.
· For fine-grained options:

· Does not impact/block MTC applications that are not causing a problem.
· When a MTC application uses a dedicated APN, the specific MTC application that causes the congestion can be targeted.
· For penalty level configuration:

· When broadcast MTC barring information includes uniform barring info toward all MTC Devices, a penalty level can be used to discriminate some MTC Devices (i.e. this selectively assigns MTC Devices an advantage or disadvantage).
Drawbacks:
· The broadcast information for access barring needs to be enhanced to restrict the further MTC device access with different granularity triggered by RAN, SGSN/MME or GGSN/PGW.
· Initially, from the time determined to start rejecting and barring connect requests from MTC Devices from a particular group until the barring is broadcast, not as fast as RRC and NAS signalling access request rejections.

· For CN-triggered options:

· When using pooling of core network nodes, care is needed in the use of ACB functionality as it can limit load on all MMEs/SGSNs/MSCs in the pool.
· Added complexity during MME/SGSN overload to determine cause of overload type (e.g. Group/APN, PLMN type and/or “Low-Priority-Access”) in order to request specific MTC overload action when not combined with rejecting connection requests by the SGSN/MME in clause 6.22 (can uses same mechanisms within CN to make this determination).
· Added complexity in RAN to evaluate CN MTC overload action request amongst status of other CNs, O+M request and internal RAN MTC overload process.
· For coarse-grained options:

· Impacts MTC applications that are not causing a problem.
· For fine-grained options:

· Requires enhancements for broadcasting one or more unique MTC Group Identifiers.

· Requires enhancements to HLR/HSS to store the MTC Group Identifier as part of the subscription profile of an MTC Device
· Requires new mechanisms for detecting and indicating between nodes the MTC Group or APN that is causing congestion
* * * Next Change * * * *

7
Conclusions

Editor's Note: This section is intended to list conclusions that have been agreed during the course of the work item activities.

From this study, it is concluded the following:
MTC access barring:
-
CN-triggered, O+M and internally RAN triggered broadcasting of coarse-grained (i.e. “Low-Priority-Access” and “PLMN Type”) MTC access barring by RAN (GERAN, UTRAN and E-UTRAN) to stop or prevent signalling overload is be included in normative specifications for Rel-10. Other options for broadcasting of MTC access barring by RAN may be considered for Rel-11.

* * * End of Change * * * *
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