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Abstract of the contribution: This contribution proposes the introduction of the requirement of waitTime randomization for the key issue of Signalling Congestion Control.
1. Introduction
After SA2 #79 meeting, an alternative solution for signaling congestion control was introduced and approved, i.e. eNB/RNC/BSS rejecting Connection Requests that contain a “Low-Priority-Access” indication sent by e.g. a “time tolerant” MTC Device. In order to avoid the “low priority” MTC Device from re-initiating an attach/connection request immediately after a reject to an earlier request, the existing wait time parameter in the access reject messages (e.g. E-UTRAN/UTRAN RRC Connection Reject, GERAN Immediate Assignment Reject) was proposed to be reused in this solution to indicate the MTC Device how long it should wait until re-initiating a request.
However, the range of the existing wait time is up to seconds only, which might not be long enough for the recovery of a congestion condition. To allow better control of the network status, it was further proposed to extend the wait time to a range in the order of minutes or hours adaptive to “time tolerant” MTC services.

2. Discussion 

It is quite likely that the rejected “low priority” MTC Device is just one of a large group of MTC Devices all trying to access the network at the point of time of congestion. For instance, one “low priority” MTC Device of a group initiated an attach request at network congestion and was rejected with a wait time of 10 minutes. Half a second later another MTC Device of the same group also initiated an attach request and was rejected with the same wait time of 10 minutes. In the very short time (seconds), the same attempt was made by the rest of the MTC Devices in the group and all got rejected with the same wait time. That means, 10 minutes later, the whole group of MTC Devices will re-initiate attach requests almost at the same time, which again may cause network congestion.

Therefore, although the above solution (cf. 23.888 6.26) extends the existing wait time to minutes or even hours, care shall be taken to prevent a whole group of MTC Devices from re-initiating attach or connection requests almost simultaneously after waiting the same period of time. On the one hand, the wait timers allocated to all MTC Devices in a group should be different from one another as much as possible. On the other hand, for each MTC Device, the start time of re-initiation = current time of rejection + wait time. When the wait time is being allocated, the current time of rejection should also be taken into account to ensure that the start time of re-initiation of different MTC Devices is sufficiently different from one another. 
Accordingly, it is proposed to make the extended wait time randomized in the solution as shown below. 
3. Proposed changes

**************** BEGIN of CHANGES ****************

6.26
Solution – Rejecting RRC Connection and Channel Requests by the eNodeB/RNC/BSS

6.26.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.”

6.26.2
General

This solution introduces the concept that accesses from certain MTC devices (e.g. “time tolerant” Utility meters) can be treated as a low priority access and could be rejected with an extended wait time.

Editor’s Note: It is FFS how the MTC device decides to use a specific low priority access cause value.
In the abnormal case of massive simultaneous connection requests it is of benefit that the connection requests be rejected as early on as possible in the access procedure such that resources are not consumed or induced further into the network. 

NOTE:
It is assumed that the network is appropriately dimensioned i.e. congestion or close to maximum resource usage is an abnormal situation.

This solution addresses (unexpected) unacceptable high load resulting from MTC devices in the Low-Priority-Access category. High load resulting from MTC devices out of this category is not covered.

This is a solution that avoids problems in the network that affects both MTC devices that do and MTC devices (in the Low-Priority-Access category) that do not generate an unacceptable high load.
In the case of priority indication being received from the MTC Device the RAN (E-UTRAN, UTRAN, GERAN) has the opportunity to reject the connection request with a wait time that is appropriate for the access priority indicated by the MTC Device.

It is proposed that the existing wait time range in the rejection messages be extended to allow better control of such MTC “Time Tolerant” devices.

It is proposed that a new “extended wait time” could potentially range in the order of minutes or even hours. 

With this potentially wide timer range the RAN could have for example the logic to assign a wait time ranging from 5 to 60 minutes or even from 1- 24 hours to better control the MTC devices and ensure an even distribution of future incoming requests of low priority accesses into the system. 
To ensure an even distribution of the re-initiated access attempts by a large group of “low priority access” MTC Devices, it is proposed that, when allocating the extended wait time for a MTC Device, eNB/RNC/BSS could apply randomization of the extended wait time within the overall maximum allowed wait time, and optionally allocate longer wait times to “low priority access” MTC Devices compared to that for normal MTC Devices. 
The randomized wait times allocated to MTC Devices should be different from one another as much as possible. On the other hand, for each MTC Device, the start time of re-initiation is the current time of rejection + randomized wait time. When the wait time is being randomized, the current time of rejection should also be taken into account to ensure that the start time of re-initiation of different MTC Devices is sufficiently different from one another.
Alternatively, eNB/RNC/BSS could send one “reference wait time” to the MTC Devices, and each MTC Device calculates its own randomized offset time independently based on some algorithm defined by network. Then for each MTC Device, the start time of re-initiation could be calculated as current time of rejection + reference wait time (from the network) + randomized offset (calculated by individual MTC Device).
6.26.3
Impacts on existing nodes or functionality

The E-UTRAN, UTRAN and GERAN would be impacted by the introduction of an extended and randomized wait time whose range would extend beyond the following documented values:

For E-UTRAN the RRC Protocol Spec (36.331 v.9.1.0) shows a waitTime of between 1-16 seconds for the RRCConnectionReject. 

For UTRAN the RNC (25.331 RRC UTRAN) can return an RRC Connection Reject which includes a waitTime of between 0-15 seconds.

For GERAN the BSS (TS 44.018 RRC) can return an IMMEDIATE ASSIGNMENT REJECT which includes wait indication octet (i.e. 0-255 seconds).

E-UTRAN, UTRAN and GERAN devices and networks extended and randomized wait time support would benefit from support of the Low priority access value (see solution "Low Priority Access Indication") that is indicated by the MTC Device when the MTC Device attempts to connect to the network and evaluated by the RAN when allowing/rejecting the request.

6.26.4 
Evaluation

Benefits:

· Based on an existing concept of a wait time parameter in the E-UTRAN, UTRAN and GERAN protocols.   

· Works in a roaming environment as solution is not dependent on coordinating any specific MTC application level identifiers between operators. Instead broad control is possible in the serving network based on devices making access attempts as a low-priority-access. If a rejection is required an extended wait time can be returned for those accesses.
· Low impact on existing 3GPP standards and products and may be feasible in Rel-10. 

· allows for CN node specific load control in flex or sharing scenarios (in UTRAN and E-UTRAN, but not GSM)
· Provides a faster way to protect from overload compared to mechanisms relying on broadcasted system information (e.g. ACB) from the time the RAN decides to start rejecting low-priority-access connect requests until the low-priority-access barring is first broadcast by the RAN.
Drawbacks:

· Doesn’t allow to target specific MTC groups or applications
· Allows each unique low-priority-access device to send a connect request followed by a corresponding reject sent by the RAN, thus adding to the current congestion load in the RAN (vs, broadcasting which can prevent the remaining low-priority-access devices from sending any access requests).
**************** END of CHANGES ****************
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