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Abstract of the contribution: The paper appends the use case of the link signalling congestion to the key issue of signalling congestion control and proposes related solutions.

1. Discussion:
As specified in 23.888 clause 6.22, the solution of rejecting connection requests per APN and per MTC group is introduced to resolve signalling congestion.
Actually MTC devices maybe concurrently attempt signalling interaction only in a limited area. That means the signalling congestion could occur just in one or several particular signalling links and no overall congestion appears on network elements. For example, in 2G network, the link congestion would be met frequently for Gb interface over Frame Relay because of limited capacity of the interface procotol. It is not appropriate to reject all the MTC related signaling requests receiving from every signaling link for the control of the congestion existed only at partial signaling links. 
When network elements (SGSN or MME) find partial link congestions triggered by MTC applications, the rejection to the MTC signaling request should be limited only to the sinaling links themselves not to the whole equimpment. Except for the congestion contral at the separate signaling link, all signalling links that belong to one BSC/RNC/eNodeB or one RA/TA (list) could be another alternative for the congestion control. Above all the rejection could be issued with a granularity of a single singling link or a link set belonging to a BSC, RNC, eNodeB, RA, TA(List).
2. Proposal:

Following changes are proposed according to above discussion.

***************************The First Change***************************
5.12
Key Issue – Signalling Congestion Control

5.12.1
Use Case Description

MTC related signalling congestion and overload is an urgent issue that network operators are currently facing. Not only network operators that are providing MTC services, but also network operators in which MTC Devices are roaming can be affected by MTC related signalling congestion and overload.

MTC related signalling congestion and overload can be caused by:

· a malfunctioning in the MTC application and/or MTC Server.

This cause leads to a congestion situation for which the operator wants to protect its network without affecting other MTC users.

· an external event triggering massive numbers of MTC Devices to attach/connect all at once.

This cause leads to an overload situation for which the operator wants to prevent its network from a complete collapse. As the overload situation relates to abnormal usage from a multitude of applications and customers, a protection mechanism will affect all or a significant number of MTC applications.

· recurring applications that are synchronised to the exact (half/quarter) hour.

This cause leads to a peak load situation for which the operator wants to spread the required capacity over time with the goal of reducing the investment needed to fulfil the required capacity demand.

Though some of the signalling congestion issues could be avoided if MTC applications behave more mobile network operator friendly, there is little a network operator can do to influence the application developers. It is important that the mobile network operator has the capability to control signalling network congestion independent of the application providers.

Signalling network nodes that may suffer from MTC related signalling congestion include all PS domain control plane nodes and gateways. With large scale attach requests, mainly the SGSN/MME is vulnerable. With connection requests, also the SGSN/MME is vulnerable as this node has a relative large load per connection request. GGSNs/PGWs are especially vulnerable as often M2M applications use a dedicated APN which may be terminated at one GGSN/PGW unless DNS and load balancing mechanisms are used. All connection requests for that particular application will then have to be handled by a single GGSN/PGW. MTC devices may concurrently attempt signalling interaction only in a limited area. That means the signalling congestion could occur just at one or several particular signalling links and no overall congestion appears on network nodes.
In order to combat signalling congestion, network nodes shall be able to reject or prevent attach or connection requests. The challenge is to block the traffic of the particular MTC application(s) that is causing the congestion, without restricting non-MTC traffic or traffic from other MTC applications that are not causing a problem. A dedicated APN or a MTC Group Identifier are possible identifiers to indicate particular large scale MTC applications. How to identify applications that are causing recurring signalling congestion (e.g. mail applications, buddy finders, etc) that are often downloaded applications on a smart phone is still a challenge.

Care shall be taken that rejecting connection requests or attach requests does not result in a MTC Device immediately re-initiating the same request. The network should be able to instruct MTC Devices not to initiate a similar request until after a back off time. This back off time may also be used to instruct MTC Devices with recurring applications to change their timing of attach/connection requests.

Care shall be taken that preventing attachment or connection requests by a targeted group of MTC Devices does not immediately or sometime thereafter result in the same group of MTC Devices almost simultaneously attempting signalling or data interactions with the same or different PLMN.  Randomization should be applied to spread any resultant network access attempts by the group.
5.12.2
Required Functionality

The required functionality depends on the identified congestion and overload situation.

Congestion control provides means to manage the network load from a particular MTC group and/or related to a specific APN. Congestion control requires the following functionalities:

Editor’s Note: Further architecture work is required on the MTC Group concept before it is possible to progress solutions depending on MTC Group Identifiers.
-
It shall be possible to reduce signalling load (Attach, PDP/PDN Activation, Service Request, …) from MTC devices related to a specific APN or from MTC Devices belonging to a particular MTC Group.

-
Congestion control per APN or MTC group shall be possible with a granularity of a single SGSN, MME, GGSN or PGW.
-
Congestion control shall be taken with a granularity of a single signaling link between BSC/RNC and SGSN or eNodeB and MME, or a signaling link set which contain all links connecting to a single BSC, RNC, eNodeB, RA or TA(List).

-
In order to reduce network load, it shall be possible for the network to detach MTC devices belonging to a particular MTC Group and/or related to a specific APN and/or deactivate the bearers belonging to a specific APN or to a particular MTC device group.
-
In order to avoid network congestion, it shall be possible for the network to prevent MTC devices related to a specific APN and/or belonging to a particular MTC group from too frequent initiation of attach and/or connection requests.
Overload control provides means to manage the network load from all MTC devices independently from other devices. Overload control requires the following functionalities:

-
It shall be possible to reduce signalling load caused by MTC Devices independently from signalling load caused by non-MTC devices.

-
Overload control shall be possible with a granularity of a single SGSN, MME, GGSN and/or PGW.

-
In order to avoid network overload, it shall be possible for the network to prevent MTC Devices from too frequent initiation of attach and/or connection requests.

NOTE: It is for further study how it can be prevented that large numbers of devices re-initiate their deferred attach and/or connection requests at (almost) the same time to avoid excessive network congestion.
Peak shaving requires the following functionalities:

-
It shall be possible to reduce (quarter/half) hourly signalling peaks from recurring MTC applications

-
It shall be possible to spread over time signalling load of requests from all MTC Devices.

NOTE: The relation of this key issue with the key issue Time controlled is for further study especially regarding the treatment of MTC devices that are sending/signaling during their assigned time period is FFS. 

5.12.3
Evaluation

***************************The Next Change***************************
6.x
Solution x – Rejecting connection requests at partial signaling links

6.x.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion and Overload Control”, more specifically congestion control.
6.x.2
General

MTC devices maybe concurrently attempt signalling interaction only in a limited area. That means the signalling congestion could occur just in one or several particular signalling links and no overall congestion appears on network elements. For example, in 2G network, the link congestion would be met frequently for Gb interface over Frame Relay because of limited capacity of the interface procotol. It is not appropriate to reject all the MTC related signaling requests receiving from every signaling link for the control of the congestion existed only at partial signaling links.

Rejecting signalling requests at separate signaling links

The signaling link could be the connection between BSC/RNC and SGSN or eNodeB and MME. SGSN/MME shall detect whether the congestion caused by MTC devices just occurs at the partial signaling links or the overall network node. Upon the congestion of the partial links, SGSN/MME can reject MTC related signalling requests received from other network nodes at one or several signaling links.
Rejecting signalling requests at a single signaling link set

A signaling link set contains all links connecting to a single BSC, RNC, eNodeB, RA or TA (List). The SGSN/MME shall detect whether the signaling congestion caused by MTC devices just occurs within one kind of link set or not. If yes, SGSN or MME can reject all MTC related signalling requests belonging to a BSC, RNC, eNodeB, RA or TA(List).
The mechanism of back-off time to the MTC Device as described in the clause 6.22 is also applicable for this solution.
6.x.3
Impacts on existing nodes or functionality
Impacts on SGSN/MME

· Rejection of a connection request targeted at a particular signaling link

· Rejection of a connection request targeted at signaling links connecting to a BSC, RNC, eNodeB, RA or TA(List).

-
Detection if the overload/congestion only occures on one or several sinaling links.

-
Detection if the overload/congestion only occures on signaling links belonging to one BSC, RNC, eNodeB, RA or TA(List).

-
Providing a reject cause including a back off time in the reject messages (same as the solution specified in 6.22),

-
Determination of the back off time that is applicable for a particular MTC Device (same as the solution specified in 6.22).

Impact on the MTC Device / UE
-
Same as the solution specified in 6.22.
6.x.4
Evaluation
Benefits

Avoids that most innocent MTC signaling requests are rejected when congestion only occurs on partial signaling links.

Drawbacks

MME/SGSN will make more complex detections for the overload/congestion.
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