SA WG2 Temporary Document

Page 1

3GPP TSG SA WG2 Meeting #79E (Electronic)
TD S2-103161
06 - 13 July 2010, Elbonia
Source:
Huawei
Title:
Solution for congestion situation indication
Document for:
Approval
Agenda Item:
2.2
Work Item / Release:
NIMTC/Rel-10
Abstract of the contribution:

This contribution presents details on the solutions for indicating P-GW/GGSN’s congestion situation to MME/SGSN and indicating MME/SGSN’s congestion situation to RAN nodes. The congestion situation is for a particular APN or MTC Group or all MTC devices.
Discussion

Several alternative solutions have been discussed in TR 23.888 for the key issue “Signalling Congestion Control”. However, in these solutions, how the P-GW/GGSN indicates its congestion situation to the MME/SGSN and how the MME/SGSN indicates its congestion situation to the RAN nodes is still unclear. The congestion situation is for a particular APN or MTC Group or all MTC devices.
1. Congestion situation indication from P-GW/GGSN to MME/SGSN
Solution1: adopting DNS load balancing function.

The P-GW load balancing function adopted by EPS is DNS based weight factor mechanism. The Weight Factor is typically set according to the capacity of a PDN GW nodes. If adopting this function for congestion situation indication, the DNS server shall dynamically collect the remaining load of P-GWs/GGSNs, this will bring some changes to the DNS server and the P-GW/GGSN. This mechanism will also increase the requirement of the DNS server’s processing capability.
Solution2: indicating a delay value in the create session/PDN context response message.
When a create session/PDN context request message is received by the P-GW/GGSN, if the P-GW/GGSN's load exceeds an operator configured value, the P-GW/GGSN shall indicate a delay value to the MME/SGSN in the create session/PDN context response message. For EPS, the message is forwarded by the S-GW. The delay value is default treated for the requested APN or MTC Group. The indication(s) for particular APN(s) or MTC Group(s) or all MTC devices could be carried in the create session/PDN context response message with the delay value if the delay value is not set for the requested APN or MTC Group. The delay value is calculated based on the P-GW/GGSN’s dynamic load situation,
If the MME/SGSN receives the create session response message with a delay value, it shall not select the P-GW/GGSN for MTC devices of the corresponding APN or MTC Group or all MTC devices. If only that P-GW/GGSN can be selected for a MTC device, the MME/SGSN shall reject the connection request. The MME/SGSN can select the P-GW/GGSN for MTC devices of the corresponding APN or MTC Group or all MTC devices when the delay value expires.
The delay value can be used as the input of the calculation of back-off time which should be provided to the MTC devices.
Solution3: configured the delay value at MME/SGSN

The difference of this solution from Solution2 is the delay value is statically defined or pre-configured at MME/SGSN. Thus only a new failure cause in the create session/PDN context response message should be defined. But in this solution, as MME/SGSN is unaware of the P-GW/GGSN’s dynamic load situation, the performance of this solution is much bad.
Solution4: new overload start/stop messages introduced at S5/S8 and S11and Gn/Gp interfaces.

When the P-GW/GGSN's load exceeds an operator configured value, the P-GW/GGSN sends a non-UE associated overload start message to every MME/SGSN. For EPS, the message is forwarded by the S-GW. When the P-GW/GGSN’s overload situation has ended, the non-UE associated overload stop message is transferred from the P-GW/GGSN to every MME/SGSN in the same way. In this solution, the new non-UE associated messages shall be introduced at S5/S8 and S11 and Gn/Gp interfaces. And when the number of CN nodes is high, not every MME/SGSN will be connecting MTC devices to the PGW/GGSN. So, the P-GW/GGSN’s congestion situation may be transferred to the MME/SGSN, which does not care about the information.
Solution5: transferring the congestion situation via O&M.
In principle, O&M may be used for transferring such info from P-GW/GGSN to MME/SGSN. But as solution3, when the number of CN nodes is high, not every MME/SGSN will be connecting MTC devices to the PGW/GGSN. So, O&M may transfer the P-GW/GGSN’s congestion situation to the MME/SGSN, which does not care about the information.
Conclusion:
As discussed above, considering the solution’s performance and the effect to current standard specification and network entities, and to avoid send the P-GW/GGSN’s congestion situation to the the MME/SGSN which does not care about the information, solution2 should be accepted for the issue of transferring the congestion situation indication from P-GW/GGSN to MME/SGSN.
2. Congestion situation indication from MME/SGSN to RAN nodes
As the non-UE associated overload start/overload stop/overload messages have been already specified at S1/Iu interface, to minimize the effect to the standard specification, it is proposed that the overload start/overload stop/overload messages can also be adopted for the same issue of MTC devices. 
The MME/SGSN invokes the S1/Iu interface overload procedure to every eNodeB/RNC with which the MME/SGSN has S1/Iu interface connections dues to the MME/SGSN’s load situation or the congestion indication received from P-GW/GGSN. In order to support the control for all MTC devices or for a particular MTC group, the overload start/overload stop/overload message may be extended to include the indication of MTC device or a particular MTC group (e.g. MTC device indication, MTC Group Identifier, low priority indication) and other control info (e.g. back off time).
By receiving the congestion situation from MME/SGSN, the RAN node performs congestion/overload control by the rejecting RRC Connection method (as specified in clause 6.26) or by the access barring method (as specified in clause 6.28)
Proposal
In this contribution, the proposed solution is implemented at clause 6.28. The corresponding modification is also implemented at clause 6.22 in the contributions S2-103158.

The following changes are proposed to TR 23.888 v0.4.1.
* * * First Change * * * *

6.28
Solution – Access Control by RAN
6.28.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.”
6.28.2
General

To avoid and handle the overload situations caused by MTC Devices, the MME/SGSN can send OVERLOAD START message to the RAN node to trigger the access control for MTC Devices to avoid further access to the network. The OVERLOAD START message can include specific MTC overload actions as follows:

· Access control for all the MTC devices. RAN will broadcast “access barring for all MTC Devices” in system information.
· Access control for MTC Devices with specific group. MME/SGSN will provide group related access control information, e.g. an MTC Group or specific APN, to RAN node. Based on that, RAN node will broadcast “access barring for MTC device with specific group” in the system information; or


· Access control for the MTC devices with specific device PLMN type. MME/SGSN will provide device PLMN type related control information, i.e. M2M device of HPLMN, M2M device of equivalent HPLMN, M2M device with PLMN on preferred list and/or other M2M device, to RAN node. Based on that, RAN node will broadcast “access barring for MTC device with specific PLMNs” in the system information.

MTC access control with different granularities could be triggered by signalling thresholds in the RAN, SGSN/MME and/or GGSN/PGW. In the case of the GGSN/PGW, the GGSN/PGW informs the SGSN/MME when a congestion threshold is exceeded. P-GW/GGSN can reject the connection request for a particular MTC group, e.g. a specific APN, when the congestion control policy is trigged, and indicates a delay value to the MME/SGSN in the reject message. The delay value is set by P-GW/GGSN for the requested MTC group. By receiving the reject message, MME/SGSN can reject the connection request described under “6.22 Solution – Rejecting connection requests by the SGSN/MME” for the corresponding MTC group until the delay value expires, and the MME/SGSN can also be triggered to provide the congestion indication to RAN nodes.
Editor’s note: It is FFS if and how access control for MTC Devices with specific groups can be triggered by signalling thresholds in the RAN.

When a SGSN/MME needs to trigger a MTC access control dues to the MME/SGSN’s load situation or the congestion indication received from P-GW/GGSN, the SGSN/MME sends the specific OVERLOAD START message to the RAN (eNodeB/RNC/BSC) specifically for MTC devices, i.e. OVERLOAD START message including MTC devices with different granularities (e.g. MTC device indication, MTC Group Identifier, PLMN type related control information), barring factor and barring time.

The RAN uses the information in the OVERLOAD START message to determine if and when to broadcast the corresponding MTC Device barring information in the system information to the UEs. When a SGSNs/MMEs sends the OVERLOAD STOP message for a MTC overload action, the RAN stops broadcasting the corresponding MTC device barring information in the system information to the UEs.
The MTC device which is going to access the network will receive the broadcasted system information for MTC access control and check whether this access is barred or not. If so the corresponding MTC devices will delay the access to the network. Subsequent initial access attempts to the network will be randomized using the last barring time provided by the RAN.
Editor’s note: Broadcasting access control barring information in a large area, e.g. whole PLMN, caused by GGSN/PGW congestion should be avoided.

6.28.3
Impacts on existing nodes or functionality
The RAN needs to support broadcasting MTC Device access control with different granularity triggered by MME/SGSN in the system information to the UEs.

The SGSN/MME needs to provide the different overload actions for MTC Devices to the RAN node.

The GGSN/PGW needs to provide the different overload actions for MTC Devices to the SGSN/MME node.

The MTC Device needs to recognize the different access control granularities that are applicable to it.
6.28.4
Evaluation
With this solution, the RAN and core network resource consumption can be avoided during congestion situation and there will be no further AS and NAS signaling initiated from MTC devices.

The broadcast information for access barring needs to be enhanced to restrict the further MTC device access with different granularity triggered by SGSN/MME or GGSN/PGW.
* * * End of Changes * * * *
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