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Abstract of the contribution: An evaluation and conclusion of overload and congestion control methods are done.
Discussion

For 3GPP Rel-10 primarily two areas have been targeted for inclusion in normative specifications - “Overload congestion control” and “Subscription control”. This paper tries to summarize, evaluate and conclude on the “Overload congestion control” optimization. 

In summary the solutions that have been proposed for the “Signalling congestion control” key issue in subclause 5.12 are: 

· Rejecting connection requests by the SGSN/MME (6.22)

· Rejecting RRC Connection and Channel Requests by the eNodeB/RNC/BSS (6.26) 

· Low Priority Access Indication  (6.23)

· Access Control by RAN (6.28)
Further discussion is done in the proposed text below.

Proposal

The following changes are proposed to TR 23.888 v0.4.1. 

* * * Begin First Change * * * *

7
Conclusions

Editor's Note:
This section is intended to list conclusions that have been agreed during the course of the work item activities.
7.1
Overall Architecture Aspects

7.1.1
Evaluation

7.1.2
Conclusion
7.2
Overload and Congestion Control

7.2.1
Evaluation
In summary the solutions that have been proposed for the “Signalling congestion control” key issue in subclause 5.12 are: 
· Rejecting connection requests by the SGSN/MME (6.22)

· Rejecting RRC Connection and Channel Requests by the eNodeB/RNC/BSS (6.26) 
· Low Priority Access Indication  (6.23)

· Access Control by RAN (6.28)
There seems to be a few common points in these proposed solutions. 
a) A node shall reject incoming connection requests at in a signalling congestion situation. 
b) ACB can be used in RAN to reduce the total amount of incoming connection requests per cell. 
In the a) case, both RAN nodes and CN nodes should be able to use reject as a means to control congestion. Different parameters are proposed to be used to select MTC traffic. It seems to be possible to use these parameters separately or in combination as they are available. 
In the CN node the APN parameter, the MTC group attribute (if and when specified) and the PLMN id of the device can be used for selection but should be possible to leave as an implementation choice in the SGSN/MME since they should be available in the node itself. The low priority parameter used for delay tolerant MTC devices is received by the MME in the INITIAL UE message in S1AP and should be possible to add to also to the RANAP to be used by the SGSN. 
In the RAN node only one parameter is proposed for selecting MTC traffic, the low priority indication. It is available in the RANAP and the S1AP protocols as the RRC establishment cause and the RAN groups should be able to decide on the details for a value to be used for low priority MTC traffic. The GERAN groups should be able to propose a corresponding low priority indication.
When rejecting connection requests in an congestion situation it seem reasonable to avoid excessive repetitive connection requests by using a backoff/wait timer in the rejection message that is adapted to the tolerances of M2M devices. With a coordinated setting in the CN node of the backoff time and the mobile reachable timer, there should be no conflict with the periodic RAU/TAU procedure. An extension of the backoff timer to at least 24 hours should therefore be studied and implemented by the RAN and GERAN groups for the radio interface (reject by RAN/GERAN) and for the CN to RAN/GERAN interfaces (reject by CN). 
In the b) case an adaptation of ACB to target MTC devices with some selection criteria seems necessary. This seems to also be in line with what the RAN and GERAN groups are currently progressing.
What is also proposed in case b) is to use the RANAP/S1AP messages OVERLOAD START/STOP to control ACB from a CN node. This seems to be a proposal that may need to wait until it has been further studied. In the current standard ACB is controlled from within the RAN solely. Problems not addressed so far includes controlling ACB from a CN node being part of and configured in a pool. If only one CN node in the pool is experiencing congestion it will issue an OVERLOAD START message and the RAN nodes will start to block MTC traffic. With ACB there is no means to reduce traffic to one CN node only and hence traffic will be blocked to all CN nodes in the pool. This means that the rest of the CN nodes will not be used as efficiently as they could and the pool configuration will not be stronger than its weakest node. 
7.2.2
Conclusion

In Rel-10 of the 3GPP standard the two key mechanisms to handle signalling congestion caused by MTC devices are:
1) Reject incoming connection requests in a signalling congestion situation. 

Done in RAN and GERAN (eNB, RNC & BSC) and in CN (MME & SGSN). Selection of MTC related devices shall be made based on APN, low priority and PLMN id in the CN nodes, and on low priority in the RAN/GERAN nodes. The backoff time shall be extended to at least 24 hours both when rejecting in CN and in RAN/GERAN. The extended times should be used for low priority access requests primarily. Main specifications affected are for UTRAN TS 25.331 & 25.413, for LTE TS 36.331 & 36.413 and for GERAN 48.018 and other GERAN specifications.
2) Use ACB for MTC devices. 

Used locally in RAN and GERAN (eNB, RNC & BSC). Further studied and specified by RAN and GERAN groups. 

7.3
Subscription Control Aspects

7.3.1
Evaluation

7.3.2
Conclusion

* * * End of Changes * * * *
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