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 This contribution proposes solutions for MT communication with MTC devices based on the NATTT (NAT Traversal through Tunnelling) idea, and Micro Port Forwarding.
1. 
Introduction

Solution 1 for Mobile Terminated communication described in clause 5.2.3.1 of TR 23.888 currently contains the following Editor’s note:

Editor’s note: It is FFS how to enable sending of mobile terminating messages to an MTC device inside a private IP address space.

As a reminder, Solution 1 assumes the following:

· the MTC device is assigned a globally unique FQDN, which is used as the primary addressing identifier for MT communications;

· when the MTC device is assigned a dynamic IP address, an entity in the Home PLMN (most likely the HSS or some Home AAA server) performs a DNS Update with the authoritative DNS server, in order to keep the address-to-FQDN association up-to-date;
· when the MTC server wishes to send a message, it resolves the MTC device’s FQDN to obtain its IP address.

This simple approach, however, does not work with private IP addresses. In this contribution it is proposed to solve the problem by borrowing from the NATTT (NAT Traversal through Tunnelling) idea (see http://www.cs.arizona.edu/~bzhang/nat/nattt.htm). 
Depicted in Figure 1 is the MTC scenario under consideration, including the proposed solution based on NATTT. It is assumed in the figure that the MTC device is of LTE type, although the solution equally applies to GERAN and UTRAN terminals.
It is assumed that the MTC device is roaming in a VPLMN and has been assigned a private IP address (referred to as “D”) that is hosted on the PGW node residing in the VPLMN (i.e. Local breakout). All the relevant EPS nodes are located in the VPLMN, except for the HSS/AAA node that resides in the HPLMN.

The MTC server wishing to establish a MT communication may be owned by the HPLMN, by the VPLMN or by a third party. It is located somewhere in the Internet, which is why a Network Address Translation (NAT) device is needed at the public/private boundary.

As mentioned above, Solution 1 will fail in this case because the IP address obtained via DNS resolution is a private non-routable IP address. This is where the NATTT idea comes into the picture, as described in Figure 1:
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Figure 1: NATTT applied to the MTC context

· The NAT device on the public/private boundary is replaced by a NATTT-capable device i.e. a NAT device capable of UDP encapsulation for packets exchanged on the “public” side (i.e. to/from the MTC server), in addition to its traditional role as a NAT device;

· When UE attaches to the network (step°1), it is assigned a private IP address (“D”) hosted on the PGW node in the VPLMN. The Mobility Management Entity (MME) updates the HSS/AAA node in the HPLMN with the assigned IP address (“D”), but in addition it also signals the public IP address of the NATTT node (“N”);

· The HSS/AAA node sends a DNS Update (step°2) to the authoritative DNS server in the HPLMN to update the MTC device’s DNS record with both “D” (i.e. the device’s private IP address) and “N” (i.e. the public IP address of the NATTT device). This requires a new type of DNS record;

· When the MTC server wishes to initiate MT communication (step°3), it performs DNS query with the device’s unique FQDN. The DNS response contains both “D” and “N”;

· The MTC server can now send MT packets by encapsulating them in UDP (step°4). The destination IP address in the outer and inner IP headers is set to “N” and “D”, respectively. The reason for using UDP encapsulation (instead of simple IP-in-IP encapsulation) is because it caters with NAT traversal of any nested NAT devices on the path.

Depicted in Figure 2 is the corresponding call flow:
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Figure 2: Call flow for MT communication with MTC device inside private IP address space

1. MTC device performs the EPS Attach procedure as described in TS 23.401. As part of the EPS Attach procedure the MTC device is assigned a private IP address, referred to here shortly as “D”. Also as part of this procedure, the PGW node returns the public IP address of the NATTT device (“N”) through which the private address “D” is reachable. If there are several NATTT devices on the border of the private IP network, the PGW selects any that provides access to the private address “D”. The S5/S8 Create Session Response message (not shown) is used to convey both “D” and “N” from the PGW to the MME.

2. As part of the previous step, or at the end of the EPS Attach procedure, the MME notifies the HSS/AAA with “D” and “N”. Currently there is no direct interface between the PGW and the HSS/AAA, which is why the Notification needs to be sent via the MME.

3. The HSS/AAA sends a DNS Update to the authoritative DNS server in order to associate “D” and “N” with the DNS record for the MTC device (the latter being referenced via its unique FQDN). This requires a new type of DNS record.

4. At some point in time the MTC server wishes to send a Mobile terminated (MT) message to the MTC device whose unique identifier is FQDN.

5. MTC server sends a DNS query that eventually reaches the authoritative DNS server.

6. The DNS response of the authoritative DNS server includes “D” and “N”.

7. MTC server performs UDP encapsulation of the IP packet it wishes to send to the MTC device. The destination IP address in the outer IP header is set to “N”. The destination IP address in the inner IP header is set to “D”. The UDP port in the UDP encapsulation header is set to a well know value, as described in [NATTT]. The source IP address in both the inner and outer IP headers is set to the public IP address of the MTC server.

8. The NATTT device identifies the packet as a NAT tunnelled packet because it arrives on a well-known UDP port. It strips off the outer IP/UDP header and forwards the inner IP packet on the private IP network.

9. The inner IP packet reaches the PGW hosting the MTC device’s private IP address. The PGW delivers the packet to the MTC device via an appropriate EPS bearer.

Note that the proposed solution also applies to GERAN and UTRAN devices, in which case MME and PGW are replaced with SGSN and GGSN.

It also applies to MTC device-to-device communications, where either or both MTC devices are located inside private IP address space. In this case it is the source MTC device itself that performs the DNS query to resolve the FQDN of the target MTC device (i.e. to obtain the private IP address of the target MTC device, as well as the public address of the NATTT device in the target network). It is also the source MTC device that performs the packet encapsulation.
Micro Port Forwarding Solution Introduction
This solution proposes a method to solve the general requirement in TS 23.368 regarding MT Communications into a Private Address Space. 
It proposes a solution based on the well know concept of “Narrow Port Forwarding”. The general idea is that after initial PDP activation, the MTC Device in combination with network will setup special very narrow port forward rule(s) (i.e. a Micro Port Forward Rule) with the NAT to allow MT messages only from a defined MTC Server(s). Not only is the port forward narrowed based on the MTC Server IP address, it is further narrowed by only allowing specific SRC and DST Port numbers, and protocol type matching. This effectively creates the same size pinhole in the NAT that MTC Device creates with a normal outbound packet. The difference being that this pinhole is now more specifically managed.

2. 
Proposal
It is proposed to agree the text changes below for inclusion in TR 23.888.

* * * First Change * * * *
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 22.368: "Service Requirements for Machine-Type Communications".
[x]
“NAT Traversal through Tunnelling (NATTT)” available at: http://www.cs.arizona.edu/~bzhang/nat/nattt.htm
* * * Next Change * * * *
5.2
Key Issue – MTC Devices communicating with one or more MTC Servers

5.2.1
Use case description

A MTC subscriber may have one or more MTC servers that communicate with the subscriber’s MTC devices through the PLMN, which is optimized for machine-type communications. This key issue focuses on the common service requirements as specified in TS 22.368 [1] (e.g. addressing, identifiers, charging, security, etc) for communication between MTC devices and MTC servers.
5.2.2
Required Functionality

To enable communication between MTC devices and MTC servers the following requirements shall be met:

-
It shall be possible to use one or more MTC servers for communicating with the MTC devices of a MTC subscriber.

-
The PLMN shall allow transactions between an MTC device and an MTC server, either initiated by the MTC device or the MTC server.

-
The PLMN shall be able to authenticate and authorize an MTC device before the device can communicate with an MTC server.

-
It shall be possible to uniquely identify an MTC device;

-
It shall be possible to uniquely identify an MTC Group i.e. a collection of MTC devices belonging to the same MTC subscriber;
5.2.3
Solutions

5.2.3.1
Solution 1: FQDN Identifier Solution
MTC devices relying on IP communications that need to be reachable for mobile terminated communications are assigned a static unique “host name” (i.e. an FQDN identifier specific to the MTC device). The “host name” is assigned in addition to any EPS-level identity (such as IMSI or MSISDN) of the MTC device.

NOTE: The “host name” may be defined via the EPS-level identity. For instance, assuming that the MTC device has an IMSI as the EPS-level identity, the “host name” can be defined as “mtc.IMSI.pub.3gppnetworks.org”. The exact definition of the “host name” is a Stage 3 matter.

The “host name” is used as the primary addressing identifier for mobile terminating communications.

Upon attachment to the PLMN the MTC device that relies on IP communications is assigned dynamic IP address. In roaming scenarios the dynamic IP address may be assigned in the Visited PLMN.

The association between the “host name” and the dynamically assigned IP address is stored in the authoritative DNS server in the Home PLMN.

When the MTC device is assigned a dynamic IP address, the authoritative DNS server is kept up-to-date using DNS Update mechanisms.

The entity performing DNS updates is preferably located in the Home PLMN in order to reduce the number of trusted interfaces to the DNS server.

NOTE: Further details on mobile terminated communications to MTC device inside a private IPv4 address space are described as a separate key issue.


Editor’s note: For IMS-capable MTC devices it is FFS how to map the application-level identity to the “host name”.

* * * Next Change * * * *
5.x
Key Issue – IPv4 Addressing
5.x.1
Use case description

This key issue focuses on the common service requirements regarding IPv4 addressing as specified in TS 22.368 [1] for communication between MTC devices and MTC servers.

For some MTC Applications, there is a need for the MTC Server to be the initiator of communications between the MTC Server and the MTC Device (e.g. due to the need for centralized control).  Typically due to the limitation of the public IPv4 address space, the MTC Device is assigned a private non-routable IPv4 address and is thus not reachable by the MTC Server.

[image: image3]
Figure 5.x.1-1: Server in a public address space sending a mobile terminated message to a MTC Device in a private IPv4 address space
5.x.2
Required Functionality

-
The system shall provide a mechanism, according to operator policy, where an MTC Server in a public address space can successfully send a mobile terminated message to the MTC Device inside a private IPv4 address space.

-
The mechanism shall be scalable;

-
The mechanism shall minimize the required configuration by the MNO and the MTC User;

-
The mechanism shall minimize the required messaging transactions by the MTC Server to initiate MT communications;

-
The mechanism shall minimize the messaging sent over the air to the MTC Device;

-
The mechanism shall minimize any additional user plane latency;

-
The mechanism shall minimize any additional security threats to the MTC Device.

5.x.2.1
Solution 1: MT communication with NATTT
What follows below are some additional considerations, beyond the FQDN Identifier Solution described in clause 5.2.3.1, when the assigned IPv4 address belongs to the range of private IPv4 addresses. Depicted in Figure 5.x.2.1-1 is a general MTC scenario with MTC device roaming in a VPLMN. The MTC device is assigned a private IP address (referred to as “D”) that is hosted on the PGW node residing in the VPLMN (i.e. Local breakout). All the relevant EPS nodes are located in the VPLMN, except for the HSS/AAA node that resides in the HPLMN.

The MTC server wishing to establish a Mobile Terminated (MT) communication may be owned by the HPLMN, by the VPLMN or by a third party. It is located somewhere on the Internet, which is why a Network Address Translation (NAT) device is needed at the public/private boundary.
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Figure 5.x.2.1-1: NATTT applied to the MTC context

In order to support MT communications to MTC devices inside private IP address space, the NAT device on the public/private boundary is replaced by a NATTT-capable device ([x]) i.e. a NAT device capable of UDP encapsulation for packets exchanged on the “public” side (i.e. to/from the MTC server), in addition to its traditional role as a NAT device. The reason for using UDP encapsulation (instead of simple IP-in-IP encapsulation) is because  the NATTT device relies on a well-known UDP port number to identify the encapsulated packets.
The call flow depicted in Figure5.x.2.1-2 describes how MT communication with MTC devices inside private IP address space works in step by step fashion:
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Figure 5.x.2.1-2: Call flow for MT communication with MTC device inside private IP address space

1. MTC device performs the EPS Attach procedure as described in TS 23.401. As part of the EPS Attach procedure the MTC device is assigned a private IP address, referred to here shortly as “D”. Also as part of this procedure, the PGW node returns the public IP address of the NATTT device (“N”) through which the private address “D” is reachable. If there are several NATTT devices on the border of the private IP network, the PGW selects any that provides access to the private address “D”. The S5/S8/S11 Create Session Response message (not shown) is used to convey both “D” and “N” from the PGW to the MME.

2. As part of the previous step, or at the end of the EPS Attach procedure, the MME notifies the HSS/AAA with “D” and “N”. Currently there is no direct interface between the PGW and the HSS/AAA, which is why the Notification is sent from the MME.

3. The HSS/AAA sends a DNS Update to the authoritative DNS server in order to associate “D” and “N” with the DNS record for the MTC device (the latter being referenced via its unique FQDN). This requires a new type of DNS record.

4. At some point in time the MTC server wishes to send a Mobile terminated (MT) message to the MTC device whose unique identifier is FQDN.

5. MTC server sends a DNS query that eventually reaches the authoritative DNS server.

6. The DNS response of the authoritative DNS server includes “D” and “N”.

7. MTC server performs UDP encapsulation of the IP packet it wishes to send to the MTC device. The destination IP address in the outer IP header is set to “N”. The destination IP address in the inner IP header is set to “D”. The UDP port in the UDP encapsulation header is set to a well known value, as described in [x]. The source IP address in both the inner and outer IP headers is set to the public IP address of the MTC server.

8. The NATTT device identifies the packet as a NAT tunnelled packet because it arrives on a well-known UDP port. It strips off the outer IP/UDP header and forwards the inner IP packet on the private IP network.

9. The inner IP packet reaches the PGW hosting the MTC device’s private IP address. The PGW delivers the packet to the MTC device via an appropriate EPS bearer.

The proposed solution also applies to GERAN and UTRAN devices, in which case MME and PGW are replaced with SGSN and GGSN.

It also applies to MTC device-to-device communications, where either or both MTC devices are located inside private IP address space. In this case it is the source MTC device itself that performs the DNS query to resolve the FQDN of the target MTC device (i.e. to obtain the private IP address of the target MTC device, as well as the public address of the NATTT device in the target network). It is also the source MTC device that performs the packet encapsulation.
NOTE: It is FFS how to prevent unwanted traffic from being sent to the MTC device.

5.x.2.2
Solution 2: MT communication with Micro Port Forwarding
The general concept of this solution is that after initial PDP activation, the MTC Device in combination with network will setup special very narrow port forward rule(s) (i.e. a Micro Port Forward Rule) with the NAT to allow MT messages only from a defined MTC Server(s). Not only is the port forward narrowed based on the MTC Server IP address, it is further narrowed by only allowing specific source and destination numbers. This effectively creates the same size pinhole in the NAT that MTC Device creates with a normal outbound packet. The difference being that this pinhole is now more specifically managed. The following five basic steps are need to setup and use the solution:
1. After PDP context activation, MTC Device determines a control path to the entity performing or controlling the NAT functionality 

2. MTC Device in combination with the network sets up the Micro Port Forward (MPF) rule with the NAT entity 

3. MTC Server obtains MPF Rule 
4. MTC Server send MT message to MTC Device in a private address space

5. NAT entity receives packet matching the MPF rule, it applies normal NAT and PAT techniques and forwards packet to the MTC Device
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Figure 5.x.2.2-1: MT message sent into a private IPv4 address space using Micro Port Forwarding
Below is the same five steps but now with more details:

Step 1:  Determine control path to entity controlling or performing the NAT Functionality

Editors Note: This mechanism is FFS but several standardized discovery methods are possible (DNS, ICMP).

Step 2: Setup Micro Port Forward Rule 

Micro Port Forward Request Message:

This message is sent by the MTC Device to the entity responsible for the NAT functionality in order to create the MPF rule. The message contains the following information: 

- MTC Server public IP address 
- Private MTC Device DST Port# (optional)(Eases the requirement on the MTC Device to only have to listen to one static port#)

- Public MTC Server port range (optional) 
- Protocol (optional)

- Lease Time (time for the NAT to maintain the MPR rule) (optional)
Note: By design, the MPF Request Message does not include a Public MTC Device Port as a free port is chosen by the NAT. If all Public MTC Server ports can be used, this yields ~4 billion (2^32) unique MPR rules per Public MTC Device IP address per Public MTC Server IP. 

Micro Port Forward Response Message:

The message is sent by the entity responsible for the NAT functionality (possibly indirectly through the PGW) to MTC Device in response to the MFP Request Message.  The message contains the following information: 

- Success or Fail Code (FFS)

- Lease Time 

- Assigned DST IP - Public MTC Device IP (only required for step 3 option 1)
- Assigned SRC Port - Public MTC Server Port (only required for step 3 option 1)
- Assigned DST Port - Public MTC Device Port (only required for step 3 option 1)
Editors Note: The format of these messages is FFS.

The MTC Device may setup more than one MPF rule. The MTC Device needs an MPF rule for each server it requires MT messaging support for. 

Step 3: MTC Server obtains MPF Rule details

Option 1: MTC Device sends MPF rule to MTC Server:
The MTC Device sends a message(s) to the MTC Server(s) containing the information regarding the MPF rule that was created. The MTC Device can do this by simply sending a transport layer (e.g. UDP or TCP) message using the appropriate IP address and port numbers. Alternatively, the MTC Device can send this information via an application layer message. 
Option 2: MTC Server request MPF rule from DNS Server:
This option uses the FQDN Identifier Solution described in clause 5.2.3.1. When the MTC Server wants to send a MT message it will do a DNS query of the FQDN of the MTC Device. The DNS response will contain the information defining the MPF rule (public MTC Device IP address and public SRC and DST port numbers). 
Step 4: MTC Sever send MT Message to MTC Device

When the MTC Server needs to send a MT message to the MTC Device, it will use these IP and transport layer header values to generate the header of the MT IP message. This transport and IP header will have these values: 

· DST IP = Public MTC Device IP 

· SRC IP  = Public MTC Server IP

· DST Port = Public MTC Device Port 

· SRC Port = Public MTC Server Port 

The body of the message can contain any data content such as the application ID of the MTC Device but this is out of scope. 

Step 5: NAT entity receives a packet 

When the NAT entity receives an incoming packet from the MTC Server that matches the MFP rule (i.e. Public MTC Server SRC IP and Port#, Public MTC Device DST IP and Port#), it performs the normal NAT (network address translation) and PAT (port address translation) on the Public MTC Device IP address and DST Port#. The NAT entity then forwards the packet to the MTC Device.

* * * End of Change * * * *
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