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Abstract of the contribution: This contribution discusses the relative characters for the solution 4 and solution 5, and makes the evaluation for the two solutions.
1
Introduction
Based on the analysis for the typical solutions for the SIPTO scenario, this contribution discusses solution 4 and solution 5, and proposes a suitable solution.
2
Discussion

The two SIPTO solutions, solution 4 and solution 5, are listed and analyzed here:
2.1 Solution 4: NAT based Solution
For solution 4, the salient features are the following:
-
TOF is a NAT device on the data path between RNC/HNB GW and SGSN. And it inspects and transmits the packets according to the configured rules.

-
TOF stores session context (DL TEID, UE IP, etc.) for adding GTP-U header to the downlink offload traffic and removing GTP-U header from the uplink offload traffic.

-
For the idle UE, TOF buffers the DL data and performs paging.
Analysis of Solution 4:
-
Offload policy determination
As the TR 23.829 said, the Selected IP Traffic Offload is enabled by NAT and SPI/DPI based on operator policies at different levels (e.g. per user, per APN, per service type, per IP address, etc). The policies may be configured via e.g. OAM. The TOF decides the offload policy to be applied during e.g. attach and PDP context activation procedures. How to support per user SIPTO policy via OAM is not clear in this solution. Besides, after handover to a target TOF, since there’s no NAS signalling during handover, the target TOF will not know APN information, it is not clear how to support per APN SIPTO policy after inter TOF handover.
-
Mobility during inter-TOF

Some deployment may have GTP sequencing turned on all the time, between RNC/SGSN/GGSN. When QoS profile requires in-sequence delivery of packets, GTP sequence number sent/received, N-PDU number sent/received need to be transferred to target SGSN/RNC during RAU and SRNS relocation procedure. Since TOF modifies GTP tunnel between RNC and SGSN due to extraction and insertion of offloaded traffic, it is not clear how the TOF should react in this case and if such context needs to be transferred to the target TOF during RAU and SRNS relocation.
-
Usage monitoring

To avoid over use of the precious air interface, the network usually is required to control the upper limit of monthly usage allowance, e.g. the maximum bits transmitted/received per month. This is usually included into the monthly package. The usage allowance monitoring is currently realized via the PCRF. To support this function, it is necessary to define the interface from the TOF to the PCRF. However, there is no such interface defined between the TOF and the PCRF. It is not clear how the usage monitoring is achieved in this solution.
-
IPv6 support

Currently, there is no valid IETF draft or RFC defined for the NAT66 technique. It is not clear how IPv6 is supported in this solution.
-
Routing overhead
Since the TOF is located on the path between the RNC/HNB GW and the SGSN, both CN traffic and SIPTO traffic will go through the TOF, which will add one more routing step for CN traffic and increase delay.
In addition, the TOF may be the bottleneck/single-point failure for the whole system. Because it serves both the CN and SIPTO traffic, during congestion, the CN traffic will be impacted.
-
System complexity
The TOF needs to inspect both NAS and RANAP signalling to get information like APN, IMSI, etc, which will make the TOF complex. And it is not clear in current solution which message will be inspected, which information will be intercepted.
Advantage
-
No new signalling between TOF and SGSN/RAN, no impact to SGSN/RNC
-
Easy for deployment for existing 3G system
Weakness
-
Problem with Per UE offload policy
-
Context transfer if required during Mobility
-
Does not support IPv6

-
One more routing step for the CN traffic
-  Does not support usage allowance monitoring
-
To transverse NAT, some application may cause waste of air interface, decrease the user experience 

-
Does not work for LTE, coexistence/migration with/to LTE is unclear
2.2 Solution 5: Local PDN GW based Solution
For solution 5, the salient features are the following:
-
Local GW, i.e. GGSN or PDN GW, which is for the SIPTO traffic can be collocated with SGW which is deployed above the eNB/RNC.
-
Local GW allocates IP address for offload traffic.
-
For GPRS, direct tunnel between RNC/HNB GW and LGW is for the SIPTO traffic.

-
For LTE, one SGW is used to support both the SIPTO and core network traffic.
Analysis of Solution 5:
-
Network deployment
For the local PDN GW based solution, there is no new network entity needed. The local GW includes the current function of the PGW or the GGSN. The current network deployment can be adjusted by distributing the SGW and local GW on the location near the RAN. The SGSN needs to support the direct tunnel.
-
Authorization
When developing SIPTO, it would be desirable that mobile operator is able to decide whether the connection UE requested could be established as SIPTO or not, e.g. based on operator’s policy and/or UE’s subscription. The MME/SGSN may use the above information to perform authorization and determine whether the SIPTO connection needs to be established.
-
Local GW Selection
For SIPTO PDN connection, the MME/SGSN should select a PGW/GGSN which provides the SIPTO PDN connectivity for the 3GPP access. And for the CN PDN connection, the MME should select an S-GW close to RAN to provide the CN PDN connectivity for the 3GPP access. The DNS based solution can be applied for this purpose according to the TR23.829 which will bring some impact on the current DNS server and the SGSN. And the MME should prioritize the selection of an S-GW, close to the RAN if it’s available, regardless whether the offload PDN connection is to be established right away.
-
Mobility

When the UE moves to other RNC/eNB served by the different local GW, the SIPTO PDN connection can be re-established at the new local GW after informing the UE to establish the PDN connection. The traffic offloaded from the original local GW will still be the SIPTO traffic after changing local GW.
-
No issue with QoS control for offloaded traffic. To monitoring usage allowance, the Local GW interacts with PCRF as it supports today.
-
IPv6 support

There is no problem to support IPv6 and dual stack.
-
Support for the single PDN UE
To support UEs which does not support multiple PDN connections, a Single local GW can serve both SIPTO traffic and CN traffic. The local GW filters the traffic based on offload policy, for those traffic goes to Internet, the local GW send them to a transport link direct to Internet, and for those traffic goes to CN, the local GW can chose corresponding transport link, and forward the traffic. By this differentiation, the QoS of the CN traffic can still be guaranteed.
Advantage
-
Support monitoring usage allowance for SIPTO traffic

-
No impact for the CN traffic
-
Support IPv6 and dual stack

-
Support both GPRS and EPS

Weakness
-
Some impacts on DNS and SGSN/MME
-
Some impacts on the existing deployment
2.3 Comparison of Solution 4 and Solution 5
Based on the above analysis, the following table is a general comparison of the solution 4 and solution 5 listed in the previous sections:
	
	Solution 4
	Solution 5

	Impacted Entities
	New network entity (TOF)
	MME/SGSN、DNS server

	MME/SGSN Update
	
	Authorization

Local GW selection

	Local GW/TOF Function
	TOF needs to include the NAT, NAS/RANAP inspection, DPI/SPI, SIPTO policy enforcement, removing/adding GTP-U header, Charging, LI, tracking mobility events, context transfer during mobility, DL data buffering for idle UE, performing paging, Usage Monitoring, managing local UE/session offload context, and support for the interface with the PCRF, LIG, CG, etc
	Subset of current PGW or GGSN function

	Support for the single PDN UE
	Support
	Support: Choose the Local GW to establish the PDN connection for both the CN traffic and SIPTO traffic

	IPv6 Support
	NAT66 draft in IETF has expired, no formal or mature specification
	 Support

	Routing
	One more routing step for the CN traffic.
TOF may be the bottleneck/single-point failure.
To transverse NAT and make DPI handling, some application may cause waste of air interface, decrease the user experience.
	Optimized


Proposal: 
The solution 5 is necessary for the SIPTO scenario since only this solution can be suitable for the E-UTRAN system.
The solution 4 can be applicable as a temporary solution for existing 3G systems after the issues listed in section 2.1 have been solved.

3
Proposal

The solution 5 is necessary for the SIPTO scenario since only this solution can be suitable for the E-UTRAN system.

The solution 4 can be applicable as a temporary solution for existing 3G systems after the issues listed in section 2.1 have been solved.
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