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Abstract of the contribution: Compares Solution 4 and Solution 5 for Macro SIPTO and proposes to adopt Solution 5 as the way forward for normative work. 
Introduction
Two main solutions have been documented in TR 23.829 for SIPTO in the macro network case. 

· Solution 5: Local GW selection mechanism relies on existing mechanisms (with possible enhancements) to select a geographically/topologically nearby GW for a particular use. The local GW is a logical PDN GW/GGSN, although in practice it may be a GW with smaller capacity and/or reduced functionality depending on operator requirements. 
· Solution 4: Selected IP Traffic Offload at Iu-PS. In this solution both user plane and signalling traffic is routed via the newly defined TOF node, which uses NAT functionality to offload traffic. 
This paper analyzes multiple aspects of these solution options and proposes a way forward. 

Comparison of Solution 4 and Solution 5
Mobility support

In the case of Local GW, full mobility support may be available unless the operator prefers to deliberately limit it. A number of possibilities may exist to release SIPTO when the user moves too far away, based on various criteria which can be evaluated either at the MME/SGSN or at the local GW itself. Releasing the SIPTO connection prevents inefficient routing, on the other hand it may cause the user’s sessions to break, negatively impacting user experience. The creation of the SIPTO connection to a new Local GW after releasing the old SIPTO connection will result in a short connection break. Most of the current internet applications can handle a change of the IP address and the momentary connection break.
To improve the user experience an operator may decide to take a pro-active approach and try to predict whether or not the user is expected to move away from the SIPTO footprint. While all predictions are inevitably prone to some degree of uncertainty, it can be expected that a reasonably accurate estimation could be made in many cases based on subscription information and/or past user mobility history. With such a prediction the operator may decide to enable SIPTO only when the user is expected to stay relatively close to the offload point. For a large user population this can ensure that the SIPTO feature is enabled for the users that may benefit from it. There may be a few users for which the prediction proves to be inaccurate as they move away from the offload point, but the SIPTO connection can be kept for these users, too, in order to avoid the user’s frustration of a dropped connection. Assuming a relatively small number of such prediction errors, this will not significantly affect the overall efficiency gain from SIPTO. 
In the case of the TOF approach, mobility is limited to the area served by the RAN nodes under the TOF. Consequently the user’s offloaded sessions will break when the user crosses the border of that area. Hence the TOF solution does not appear to cater for full mobility even if the operator were to prefer supporting it. This problem may have the tendency to grow over time: with an increasing traffic volume, the operator may wish to put the offload point closer to the user’s location, but that in turn would further limit the extent of mobility support. 
Leaving the area served by the TOF node will lead to a change of the external IP address used for SIPTO traffic. As this is not visible to the UE, the UE will not be notified about this change. The change will break ongoing communications, which may cause some applications to hang, especially if the NAT function silently discards packets instead of sending TCP RST packets or ICMP error messages. Therefore this solution may introduce a severe impact on user experience.
An operator interested in traffic offload for the 3G macro network may also be interested in deploying HNBs e.g. at the subscribers’ residential networks – hence it is important to see how macro-SIPTO solutions can co-exist with HNBs. With the TOF approach, to support mobility for the subscribers that move into or out of their own HNB’s coverage, it must be ensured that the TOF area covers macro radio coverage around the user’s residential area as well as the HNB itself. That, however, places a restriction on network deployment: both the RNC and the HNB must be below the very same TOF. Such a restriction may be hard to satisfy in real deployments, as HNBs (and also HNB GWs and Security GWs) may be deployed independently from the RNC’s coverage areas. So the TOF approach may lead operators to either select very restrictive deployment options where TOF is always above RNC and above the HNB, and also above the Security GW serving the HNB. Otherwise the operator would allow the user’s sessions to break as they enter or leave their HNB coverage. For the Local GW approach, such limitations do not arise as it can support mobility. 
LTE support
The TOF approach is defined for 3G only, and it is unclear how it can be adapted to LTE. The fact that TOF needs to snoop on NAS messages suggests that it is not possible to apply TOF approach to LTE, as NAS messages are ciphered between the UE and the MME. 
In contrast, local GW deployments can be used for both 3G and LTE, and can be re-used when the operator upgrades from 3G to LTE. 

Migration to LTE

As the operator starts deploying LTE, users will switch to LTE when they enter an LTE hotspot which may happen with very small physical mobility of the user. This may cause the loss of connectivity in case of SIPTO using the TOF approach, as it does not support mobility to LTE. So even if 3G coverage were available, the user may still experience the break of the application session. Hence, investments in TOF will become unusable with LTE deployments. 
As the TOF approach is only applicable in 3G networks, if it is deployed as a 1st step to introduce SIPTO in a 3G network then later a Local GW based solution should also be deployed to provide SIPTO for LTE. Therefore the coexistence of the two solutions could also be considered when TOF approach is used. The SGSN (and MME in case of S4-SGSN) cannot be aware based on the signalling whether TOF is applied for a given PDP context, therefore a careful configuration of MMEs and SGSNs is needed to avoid local GW selection for PDP contexts that are subject of TOF; e.g., no local GW selection is applied for certain RAs. Handovers between areas where different approaches are used can also occur. As the TOF cannot be aware based on signalling messages that a local GW is used for a given PDP context and offload should not be applied, such PDP contexts for local GWs should be released during such a HO. This means that basically the co-existence of the solutions would result limitations in the mobility support. 
Note that even before starting LTE deployments the lack of IRAT mobility support with TOF can be a serious problem. In many deployments 3G coverage may be partial and limited to urban areas, and in certain cases outdoor only. Even if the user moves very little physically (or does not even move), radio conditions may change and the user may lose 3G coverage – the TOF solution appears unable to keep the user’s offloaded sessions. Such a loss of connection may be very frustrating to the users. 
Concerning the Local GW approach, these issues do not arise, as it can support seamless mobility between 2G, 3G and LTE. 

Paging support

Both solutions can support idle mode, but the TOF solution requires special procedures to allow this. Therefore, as described in 23.829, TOF has two modes of operation: it can work with or without performing paging. When working without paging, it assumes applications to keep the UE in connected mode. This may work in some cases, but there is a chance that downlink packets may get dropped should the UE become idle. 
The paging procedure as performed by the TOF may work to a certain degree, but it is also prone to errors. When in idle mode, the TOF may not have any knowledge about UE mobility if the UE moves out of the TOF’s region. When the UE has moved away from the TOF’s region and then gets a downlink packet, it will cause an unnecessary paging attempt. Or should the UE move away from TOF’s region and come back once again, paging may be unsuccessful as the UE’s P-TMSI might have changed while the UE was away. These possibilities can lead to a higher number of failed paging attempts and packet losses. Furthermore, TOF also requires rewriting a field in the UE’s Service request message. Although this may work in some cases, it also poses a risk for interoperability problems and potentially causing misalignments in statistics counters. 
On the other hand, the local GW approach can re-use existing paging mechanisms and can therefore offer full idle mode and paging support without any extra complexity. 
Flexibility of differentiating SIPTO traffic
In case of TOF approach, the TOF performs the differentiation of SIPTO traffic from non-SIPTO traffic. From this, it appears that the TOF approach is flexible in this respect, because the operator may be free to use any type of filtering in the network to determine which packets are subject to SIPTO. This flexibility comes with a cost though: appropriate filters must be configured either by O&M or by some additional mechanisms and TOF has to perform the necessary packet inspection. 
To assess the local GW solution from this point of view, we differentiate a number of use cases below depending on how the operator uses PDN connections. 

· For internet-only subscribers (single APN), the local GW approach can be used to offload all traffic locally. There is no need for a second PDN connection. Note that laptop users usually fall into this category which typically generates the majority of the internet traffic that would be offloaded.
· If the operator uses separate APNs for internet traffic and operator services, the operator can keep this unchanged and use SIPTO for internet traffic and keep a central GW for operator services. 
· If the operator uses the same single APN for both internet and operator services and wants to perform SIPTO for internet traffic, then the operator can use a local GW for both types of traffic. Internet traffic is offloaded locally, while traffic for operator services can also use the same GW but be kept within the operator’s network. A limitation in this case is that it is not possible to release the SIPTO traffic selectively if the UE moves away while keeping the operator traffic, meaning that in this case the operator may prefer to support full mobility for both SIPTO and operator services traffic. Nevertheless such a local GW is still efficient to use if a majority of its users are expected to not move too far away in the statistical sense. The optimal location of the GW can be determined by the operator on a case by case basis, and it may be possible to selectively apply a local GW for those users where the operator can predict with a certain probability (based on subscription and/or past history) that the user is likely to not move too far away. Using a single local GW for all traffic is seen as a simple and cost-efficient solution compared to having to deploy both a GW functionality and TOF functionality for the same connection. 
Application Behaviour

The TOF shall perform NAT functionality, including ALG functions. Some applications require special actions to function with NAT devices. One approach to overcome this is the NAT detection by the application. The application checks if it is behind a NAT and uses mechanisms such as STUN or TURN to help with NAT traversal. As the TOF might offload only part of the traffic, special precautions must be taken to make sure that applications infer the correct information about their NATing state, which may not be generally possible.

The Local GW approach does not involve NAT’ing, and hence does not affect application behaviour. 

IPv6 Support

The TOF shall perform NAT functionality. However NAT function for IPv6 is not defined in IETF. Therefore this solution would require the definition of IPv6 NATs which are not in line with current IETF assumptions. It is preferred to avoid NAT’ing for IPv6 traffic. 
The Local GW approach can support IPv6 traffic according to existing procedures. 

Scaling properties

As the solutions address the issue of high traffic volumes, it is quite important to allow for scalability as we expect these traffic volumes to grow at a high pace. In the case of local GW selection approach, existing GW selection mechanisms already cater for the possibility of deploying multiple GWs and hence having the GW capacity scale up. No issue has been identified with adding additional GWs for local traffic offload. 

In the case of TOF approach, scalability may pose a number of challenges. TOF in itself requires special configuration to make sure that traffic goes via TOF. To scale up TOF capacity, it is unclear how the number of TOF nodes may be increased, while guaranteeing that both the user and control plane traffic passes via the very same TOF node all the time. It is also unclear how this can be done when the operator deploys the SGSN pooling feature and/or direct tunnel feature to also improve the scalability of its network. There is a risk that solutions to these issues would make the TOF solution approach too complex. 

Besides the above general scaling issues, the TOF approach has to process a higher total traffic load than the local GW based solution. That is because the TOF approach requires all traffic to pass via the TOF, so that TOF can decide which traffic to offload. There does not appear to be any straightforward way to bypass TOF for the Non-SIPTO subscribers, due to the fact that TOF is the decision point for SIPTO. This means that the total traffic from both SIPTO users and Non-SIPTO users load the TOF node. In contrast, for the case of the Local GW selection approach, the Local GWs are loaded by traffic from SIPTO users only – non-SIPTO users can bypass the local GW.

Since SIPTO – especially with the TOF solution – will introduce limitations, e.g., in mobility, only some of the users are expected to be subject to SIPTO. The operator may decide to decentralize more and more “normal” GWs as an alternative way to achieve transport gains if the traffic volumes go up. Hence it is expected that a solution such as TOF is used only when there are still large numbers of non-SIPTO users and their traffic is still significant. As a result of the many non-SIPTO users, the Solution 4 requires a larger total user plane processing load requirement on the TOF node. 

Implementation Complexity

The main functions performed in TOF are the following:

· NAS and RANAP message inspection to build/remove local UE offload context;

· NAS and RANAP message inspection to build/Remove local session off load context;

· SPI/DPI and Selected IP Traffic Offload policy enforcement;

· Uplink traffic offload by removing GTP-U header and NAT;

· Downlink traffic offload by reverse NAT and adding GTP-U header.

This requires TOF to perform the following type of processing:
a. It shall perform some processing of all signalling packets;

b. It shall maintain a user and PDP context similar to what is in the SGSN;

c. It shall perform some processing of all user plane packets even for packets not subjected to SIPTO;

d. It shall perform the similar processing of user plane packets subjected to SIPTO as GGSN (e.g., GTP encapsulation/decapsulation).

Therefore the complexity of the TOF implementation is comparable to complexity of a combined SGSN+GGSN node. 

On the other hand, the Local GW approach requires only GW (GGSN/PGW) type of functionality. The features of the GW node can be optimized for the actual usage patterns depending on operator requirements. E.g., a GW dedicated for SIPTO may be optimized and have reduced functionality with respect to charging, policy control, or other functionality. 

Conclusion and proposal
Based on the analysis, a number of advantages have been identified for the Local GW approach (Solution 5) over the TOF approach (Solution 4) for Macro SIPTO:

· Mobility can be supported, including inter-RAT mobility between 2G, 3G and LTE and mobility to/from H(e)NBs. 

· Solution can seamlessly scale up according to traffic demands 
· Does not require user plane capacity for non-SIPTO users. 

· Can apply to both 3G and LTE in the same way

· Does not impact paging efficiency.

· Solution avoids NAT related issues: does not affect applications; 
· Solution has the inherent support for both IPv4 and IPv6. 
· Has lower implementation complexity. 

Since TOF approach does not support mobility between 2G, 3G and LTE and it does not support LTE, there is a risk that the deployment of TOF approach may become a dead end as the operator deploys LTE and TOF nodes become more and more difficult to use. Moreover if operators using TOF approach would like to use SIPTO after LTE deployment then they need to introduce Local GW approach as well. The co-existence of the two solutions introduces configuration issues and limitations in the mobility support. Also due to the lack of mobility support, the solution is difficult to use in combination with HNBs without causing the user’s sessions to break. The use of NAT’ing impacts at least some of the applications, and it also makes the solution unsuitable for IPv6. 
Based on the above argumentation it is proposed to use the local GW approach (Solution 5) as the basis for normative work on macro-SIPTO. 
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