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Introduction
S2-096949 presented at SA2#76 addressed aspects of GW selection for SIPTO and LIPA; solutions for GW selection for the GW above the RAN node have been incorporated into the TR. This paper addresses the remaining FFS scenario: how to select the GW that is co-located with the H(e)NB. 
Selection of GW co-located with HeNB or HNB
In this SIPTO for Home (e)NB scenario, the MME/SGSN selects the GW co-located with the HeNB/HNB. Depending on the solution, the MME/SGSN may use either the S1/Iu interface to contact the GW in the HeNB/HNB or some combination of the S11/S5/Gn interfaces is used. In the former case the MME/SGSN might not need the knowledge of the IP address of the home node (HeNB/HNB) since control messages on S1/Iu could carry the messages to and from the home node. In that case, no GW selection needs to be performed. Or the solution uses some combination of the S11/S5/Gn interface to reach the home node. Here we address the scenario when the MME/SGSN needs to find out the IP address of the GW co-located with the home node. 

The reason why the IP address of the home node is not known at the MME/SGSN is that the presence of the H(e)NB GW hides the H(e)NB’s IP address from the MME/SGSN. In the LTE case the HeNB GW is optional and hence the MME may be connected to the HeNB directly over S1, and in that case the IP address of the HeNB is known at the MME; but we still need to solve the case of HeNB GW in between the HeNB and the MME. 

Note that a mandatory Security GW is present between the H(e)NB and H(e)NB GW to provide secure transport of user and control plane data over an IPsec tunnel. The setup of the IPsec tunnel is performed using IKEv2 signalling which is initiated by the H(e)NB; the IP address to be used over that IPsec tunnel is assigned by the Security GW. After the IPsec tunnel is set up, the H(e)NB is assigned an address which is routable within the operator’s network and can be used to send and receive data and signalling. Control signalling between H(e)NB and H(e)NB GW starts only when the IPsec tunnelling is already set up. For the discussion below, it is the address used over the IPsec tunnel which is considered, i.e. the one used by EPC nodes (H(e)NB GW, MME) to send and receive traffic towards the H(e)NB. 
Solution 2.A: GW@ suggested by RAN node

The H(e)NB may suggest its GW address towards the MME/SGSN when the PDN connection/PDP context is activated. That implies sending the GW address over S1/Iuh towards the H(e)NB GW, which is then forwarded by the H(e)NB GW to the MME/SGSN over S1/Iu. The MME/SGSN can then select that address for SIPTO instead of using the regular DNS based GW selection mechanism. See the figure and explanation below. Note that text uses LTE terminology, but the solution is equally appropriate for 3G using the corresponding Iuh/Iu or NAS messaging.
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Figure 2.A: GW@ suggested by RAN node. 
1-4:
No change during the registration process: IPsec tunnalling and S1 connection are established as defined today. 

5. 
Later on, when a SIPTO connection is to be established using the UE requested PDN Connectivity procedure (or possibly with the Attach procedure in a similar fashion, not shown in the figure), UE sends the PDN Connectivity Request message with some APN (shown as ‘localgw” as an example APN). 

6. The HeNB adds the L-GW@ as an extra S1 parameter to the S1 message carrying the NAS message. That extra parameter is forwarded to the MME by the HeNB GW. 

7. Instead of using the regular DNS procedures, the MME decides to use the L-GW@ supplied in the S1 message as the GW address and proceeds with establishing the PDN connection. 

8. PDN connectivity is established, and response is sent back to the MME. 

9. PDN Connectivity Response completes the procedure. 
Advantages:

· Simple mechanism in concept. 

· H(e)NB can automatically provide its address, no manual O&M intervention needed for address configuration. 

Disadvantages:

· It is difficult to know for the RAN node when to insert the GW@ parameter.  For 3G it would require extra complexity to interpret the NAS message in the HNB. In the LTE case NAS is encrypted and hence the HeNB cannot see when a new PDN connection is being established. As a result, it is hard or impossible to avoid that the GW@ would be inserted unnecessarily for many messages, creating extra burden on the S1/Iu interface. 
· Extra parameter impacts Iu/S1. 

· Deviates from the commonly used DNS procedures for GW selection and hence creates extra complexity. 

Solution 2.B: DNS based selection
This solution is based on storing the relationship between the (evolved) cell id of the H(e)NB and the H(e)NB’s IP address. This information is available when the H(e)NB GW sets up the S1/Iuh relationship with the H(e)NB and receives the S1 SETUP REQUEST/HNB REGISTRATION REQUEST message. (Note that in this context the cell id is used to identify the home node itself; and for this purpose other identifiers might also be used such as the HeNB ID/HNB ID or possibly the CSG, but with the current specification the (evolved) cell id is the one most readily available for this purpose.)

The H(e)NB’s IP address is available as the source address of the S1 SETUP REQUEST/HNB REGISTRATION REQUEST MESSAGE; allowing the H(e)NB to use the same IP address for the co-located L-GW. Should it be necessary in the future to enable a different L-GW address than the one used on S1/Iuh, that is also possible, e.g., by configuring the separate L-GW address at the H(e)NB GW, or configuring the separate L-GW at the H(e)NB and sending it in a new parameter during S1/Iuh setup. However, it is currently FFS why such a separate L-GW address would be needed. 

Based on the known relationship between the cell id and the H(e)NB address, the H(e)NB address can be provided as a response to a query including the cell id when needed for the MME/SGSN. To align with current system operation for GW selection, DNS based query seems the most appropriate for this purpose. Note that the MME/SGSN can become aware of the (evolved) cell id using information available in the S1/Iu message carrying the NAS command to setup the new SIPTO connection. Two alternatives are given below, depending on whether or not dynamic DNS is deployed. 
Solution 2.B/1: No dynamic DNS. 
The signaling for this variant is shown in the figure and detailed explanation below. Note that text uses LTE terminology, but the solution is equally appropriate for 3G using the corresponding Iuh/Iu or NAS messaging. 
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Figure 2.B/1: Signalling for the DNS based solution without Dynamic DNS usage. 
1.
The HeNB and the co-located L-PGW is powered on, or some other event causes it to re-establish the connectivity. 

2.
The HeNB triggers IKEv2 signalling with the SecGW. As a result, IPsec tunneling is established between HeNB and SecGW. The HeNB GW gets an IP address assigned by the SecGW, which can be used to send control and data signaling to and from the mobile operator’s network. Between the HeNB and L-PGW, data and signaling are encapsulated into the IPsec tunnel using the HeNB’s IP address received from the fixed ISP. Note that it is possible for the L-PGW co-located with the HeNB to re-use the HeNB’s address assigned by the SecGW for data and signaling. Note also that IPsec tunneling also supports NAT traversal should there be a NAT in between the HeNB and the SecGW. 

3.
HeNB requests S1 establishment towards the HeNB GW by sending S1 SETUP RESPONSE. 

4.
HeNB gets the HeNB’s ECGI as part of the S1 SETUP REQUEST message, and hence it can associate it with the HeNB’s IP@, which is the source address of the S1 SETUP REQUEST MESSAGE. 
5.
HeNB GW responds with S1 SETUP RESPONSE. 

6.
Later on, when a SIPTO connection is to be established using the UE requested PDN Connectivity procedure (or possibly with the Attach procedure in a similar fashion, not shown in the figure), UE sends the PDN Connectivity Request message with some APN (shown as ‘localgw” as an example APN). 

7.
The MME/SGSN performs a DNS query for “ecgi<ecgi>.henbgw-id<henbgw-id>.localgw.operator.3gppnetwork.org” (as an example; detailed format TBD by CT4). Here ecgi refers to the cell-id of the current cell based on S1 message information. The henbgw-id is an identifier of the HeNB GW which is also available from the S1 message; e.g., the HeNB identifier of the HeNB GW can be used for this purpose. The DNS query is sent to the operator’s DNS system. 

8.
The DNS system is configured in such a way that the appropriate HeNB GW is configured as the authoritative DNS server to respond to such a query. Hence the DNS query is forwarded to the H(e)NB GW itself. 

9.
The HeNB GW provides the response based on its stored mapping of the ecgi to the IP address of the H(e)NB. 

10.
Response is sent on to MME. 

11.
Using the IP@ of the logical GW collocated with the HeNB, the PDN connectivity is request is sent to the L-GW co-located with the HeNB. This signaling also goes within the IPsec tunnel since the HeNB IP@ used is assigned by the SecGW. 

12.
PDN connectivity is established, and response is sent back to the MME. 

13.
PDN Connectivity Response completes the procedure. 

Solution 2.B/2: Using dynamic DNS.
When Dynamic DNS mechanism (RFC2136) is deployed between the HeNB GW and the operator DNS system, the HeNB GW can inform the operator DNS of the ecgi to HeNB address mapping ahead of time. With this solution it is sufficient to provide a dynamic DNS client within the H(e)NB GW rather than a DNS server. The mechanism is similar to the previous variant with a few differences, see the figure and explanation below. Again, LTE terminology is used but the solution is equally applicable to 3G using corresponding Iu/Iuh and NAS mechanisms. 
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Figure 2.B/2: Signalling for the DNS based solution with Dynamic DNS usage. 
5-7:
As part of the registration process, the HeNB GW updates the operator DNS with the ecgi->IP@ mapping which is then stored in the Operator DNS system. 

9-10. 
The operator DNS system can immediately answer the DNS query without asking the H(e)NB GW; The DNS query can be simplified to the form of ecgi.localgw.operator.3gppnetwork.org”. 
(Note that the Dynamic DNS client might also be placed in the H(e)NB itself rather than the H(e)NB GW. However, for security reasons and for decreased implementation burden on the H(e)NB, it is preferred to have the Dynamic DNS client in the H(e)NB GW.)

In the case of LTE, the use of HeNB GW is optional. When a HeNB GW is not present, the DNS resolution is unnecessary and may be skipped if desired, as the MME knows the mapping from the evolved cell-id to the HeNB address on its own. 

The following pros and cons are seen with the DNS based approach. 

Advantages:

· Simplified operation/management as DNS remains the single system for managing GW selection information, and solution can be aligned for all scenarios including LIPA, SIPTO and regular GW selection.

· H(e)NB can automatically provide its address, no manual O&M intervention needed for address configuration. 

· Similar GW selection handling in MME/SGSN for both LIPA/SIPTO and for regular connections

· No impact on S1/Iu/Iuh

· DNS based approach is very flexible for future extensions should new requirements emerge. As an example, accessing a GW co-located with H(e)NB remotely from other locations could be enabled by the use of DNS procedures even when a legacy SGSN/MME node serves the UE, whereas such future extension may be difficult or impossible should GW selection deviate from DNS based procedures. 
Disadvantages:

· H(e)NB GW needs to provide dynamic DNS client (or alternatively DNS server) function which needs to be properly secured. 
Deciding on SIPTO usage at the H(e)NB
In the SIPTO scenario with any GW selection solution, a decision needs to be made in the MME/SGSN whether or not to use SIPTO with offloading at the H(e)NB. There can be a number of ways how to make such a decision, such as the ones listed below. The choice of mechanism may differ from one operator to another depending on deployment constraints and operational requirements. It is also possible to use a combination of the methods.
· A flag in the HSS subscription records determines the eligibility of SIPTO at the H(e)NB or not. This mechanism cam give a flexible control on a per subscriber and per APN basis. As a drawback, this relies on an upgraded HSS node, and on the operator updating the records on a per subscriber basis. 
· UE supplies a well-known APN which determines the usage of SIPTO at the H(e)NB. This is a simple mechanism in concept, but requires the operator and/or user to configure the usage of the SIPTO APN in the terminal. 

· Other network configuration such as MME/SGSN configuration or querying some local database. This avoids impacting the UE or the HSS, but requires either the MME/SGSN nodes to be configured with SIPTO decision information on a per subscriber basis, or having some central database entity (which could also be DNS based) to be configured with such knowledge. 

There may be certain deployments where a mobile user may be allowed to get access at multiple H(e)NBs, and only some of them are SIPTO capable. In such a deployment it is expected that appropriate terminal configuration will ensure that a terminal attempts to establish a SIPTO connection towards the H(e)NB offload point only when it is expected to succeed. Some possibilities for achieving this are: configuring a special range of cell ids and/or TA/RA ids and/or CSGs for SIPTO capable H(e)NBs, adding some other SIPTO capability indication broadcasted from the H(e)NB, or configuring a list of SIPTO enabled cell ids and/or TA/RA ids and/or CSGs into the terminal. Additionally, a terminal may remember the cell where a SIPTO connection attempt failed, and limit future repetitive SIPTO connection attempts. Unless such care is taken, there is a risk that terminals may frequently initiate SIPTO connections during mobility to home cells even if they do not support SIPTO. These connection attempts are bound to fail causing unnecessary excessive NAS signaling load that may burden the operator’s MME/SGSN nodes. 
It may be possible to let the MME/SGSN know in advance whether a given H(e)NB supports SIPTO before actually trying to establish it, so that unnecessary signaling to the H(e)NB is avoided from the MME/SGSN. However, as outlined above, it is preferred to ensure by appropriate terminal configuration that SIPTO connection attempts towards H(e)NB offload points are only started if they are likely to succeed, since a failed attempt causes unnecessary MME/SGSN load in any case. There are technical possibilities though how the H(e)NB’s SIPTO (or LIPA) support could be known in the MME/SGSN in advance. E.g., with solution 2.A (GW@ suggested by RAN node), new IEs may be added to signal certain capabilities of the H(e)NB towards the MME/SGSN, such as SIPTO support or LIPA support, or other node capabilities that may become interesting in the future. With solution 2.B (DNS based), node capabilities may be configured in the H(e)NB GW or become automatically known at S1/Iuh connection setup using new IEs. Alternatively, it may be possible to cache node capabilities in the MME/SGSN to reduce excessive signaling with the H(e)NB. We expect however that using proper configuration, excessive repetitive failures of SIPTO connection attempts are avoided and hence these mechanisms are not needed. 
Note that the same approaches can also be applied to decide on LIPA usage, but LIPA specific considerations are not elaborated further here. 

Conclusion
There seem to be two main solution tracks identified for the scenario where a GW selection in the MME/SGSN is needed: GW@ suggested by H(e)NB, and the DNS based approach. Both solutions enable the selection of a GW co-located with the H(e)NB; in both cases this is done automatically, avoiding any manual O&M configuration for lots of H(e)NBs. 
The DNS based approach has the added benefit of keeping DNS as the single mechanism for GW selection, making it possible to use DNS as the unified solution for GW selection in all scenarios, including SIPTO for macro RAN and for H(e)NBs, LIPA and for regular operator connections. Also, the DNS based approach allows for future extensibility, e.g. for remote access to the GW co-located with the H(e)NB. On the other hand, the GW@ suggested by the H(e)NB solution has a disadvantage that it would provide the GW address to the MME/SGSN in many cases when it is actually unnecessary, due to the problems with identifying NAS messages in the H(e)NB. Hence it is suggested to prefer the DNS based approach as the way forward. 
Two variants have been presented for the DNS approach. It is preferred to take Solution 2.B/2 using Dynamic DNS, since that gives simpler and faster operation, and easier implementation as well. 

Multiple options exist for deciding on SIPTO usage in the MME/SGSN, independent of the actual GW selection mechanism. The choice of which option to use depends on deployment constraints and operator preferences. 

Proposal

The following changes are proposed to the TR 23.829 v.0.4.0:
******* First Change ***********
5.6
Solution 5 – Selected IP Traffic Offload solution based on local PDN GW selection

5.6.1
Applicability

This solution supports the following scenarios:

-
Selected IP traffic offload for macro network

-
Selected IP traffic offload for home (e)NodeB subsystem

5.6.2
Architectural principles

Common principles applying to both GPRS and EPS:

-
The GW selection mechanism in the MME/SGSN takes into account the location of the user for the PDN connection/PDP context activation, and selects a GW that is geographically/topologically close. As described in section 6.1, this solution proposes to use a DNS based mechanism to perform GW selection: either the Rel-8 DNS based mechanism or the DNS based alternative for 3G GPRS provided in section 6.1.
-
The GW selection mechanisms are also capable of selecting a GW co-located with the H(e)NB as described and evaluated in Section 6.1.3. 
-
Selected IP traffic is offloaded at the local gateway using external IP connectivity.
5.6.3
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.


******* Second Change ***********
6
Evaluation

Editor's Note: This section is to discuss and evaluate the architecture solutions and key architectural aspects common to different solutions.
6.1
Evaluation of GW Selection mechanism

6.1.1
General

There are so far two main approaches for GW selection, they are described further. These approaches may be applied to multiple of Architecture alternatives described in section 5.

NOTE:
Additional selection mechanisms may be included as work progresses. Applicability for the GW selection mechanism may vary depending on the architecture solution and thus need to be evaluated accordingly.

The GW selection mechanism described here does not apply to TOF based option described in section 5.5.

GW@ suggested by RAN node: This approach is applicable to select either a GW above the RAN node based on the UE's current location, or a GW co-located with the RAN node. The advantage is that it is a simple concept that can cover both usage scenarios with the same solution. The main disadvantages are that this would present a deviation from current (Release 8) DNS based GW selection which might present an operational burden, and would require additional RAN node configuration that also limits its applicability to the cases only when the RAN node is upgraded/new.

DNS based selection: This approach is applicable for selecting a GW above the RAN node based on the UE's current location, or selecting a GW co-located with the RAN node. The advantage is that DNS based selection is aligned with current system behaviour and this approach is compatible with existing S1/Iu/Iuh specifications and hence it can co-exist even with legacy nodes. The DNS system is also very flexible for future enhancements should new requirements emerge e.g., for remote access to the GW co-located with the H(e)NB..

6.1.2
Scenario 1: GW close to the UE's point of attachment

In this SIPTO for Macro Access networks scenario, the MME/SGSN selects a GW that is geographically (and topologically) close to the UE's point of attachment to the network. This means that the GW selection takes into account the UE's current location.

Base Solution : Release-8 DNS

The DNS based GW selection procedures as defined in TS 29.303 [8] for Release 8 already cater for TAC/RAC based GW selection. If the TAI/RAI granularity is seen as sufficient to base the GW selection on, and then there is no need to extend the selection to an even finer granularity (i.e., cell level) in case the GW is above the RAN node. Hence, Release 8 DNS mechanisms already specified can be used to perform location based GW selection. If a finer granularity is needed, an extension of the mechanism is needed.

There is still a use case though which requires special attention: the case of 3G access when EPC is not yet deployed by the operator. In that case, too, the release 8 DNS mechanisms are applicable. Nevertheless we also look at the case when the release 8 DNS procedures are not deployed. Without using the release 8 DNS mechanisms, there is no way currently to base the selection on the RAC.
Solution 1.A: GW@ suggested by RAN node

As proposed in section 5.4 (Solution 3 – GGSN allocation to offload point), the RAN node (i.e., RNC or HNB or HNB GW) may suggest a GW address to the SGSN based on some local configuration. The SGSN can then select that address for SIPTO instead of using the regular DNS based GW selection mechanism.  The same mechanisms can be applied towards E-UTRAN/EPC,

NOTE:
applicability of this mechanism for E-UTRAN/Home eNB subsystem has not been described in the TR yet.
Advantages:

-
Simple mechanism in concept.

Disadvantages:

-
Extra parameter impacts on Iu/S1;

-
Requires an RNC/eNB update;

-
Deviation from existing DNS based GW selection scheme, which may pose an additional operational burden for the operator.

Solution 1.B: DNS based selection
With this solution, the SGSN prepends some location based information (e.g., the RAC or the RNC id) to the APN before making the DNS query for the GGSN selection. This would give a solution to make the GGSN selection RAC location dependent similar as for the release 8 DNS scheme, although the format of the DNS string would differ from the Release 8 scheme. The DNS system is configured with the proper mapping of the RAC location information to the GWs where applicable, as desired by the operator. Based on this configuration, the DNS system provides a GW address to the SGSN taking the RAC location information into account. The same mechanisms are applied towards E-UTRAN/EPC.

Advantages:

-
Simplified operation/management as DNS remains the single system for managing GW selection information;

-
Similar GW selection handling in SGSN/MME for both SIPTO and for regular connections;

-
No impact on Iu/Iuh, hence the solution is compatible with legacy RANs;

-
This feature is forward compatible with the enhanced DNS selection mechanisms defined for release 8 and thereby simplifies future migration for the operator.
Disadvantages:

-
If small RNCs are being used (e.g. RNC functionality integrated in the NB site) then RAC granularity might be insufficient. In this case SAI might need to be added to the DNS enquiry.

6.1.3
Scenario 2: GW co-located with HeNB or HNB


In this SIPTO for Home (e)NB scenario, the MME/SGSN selects the GW co-located with the HeNB/HNB. Depending on the solution, the MME/SGSN may use either the S1/Iu interface to contact the GW in the HeNB/HNB or some combination of the S11/S5/Gn interfaces is used. In the former case the MME/SGSN might not need the knowledge of the IP address of the home node (HeNB/HNB) since control messages on S1/Iu could carry the messages to and from the home node. In that case, no GW selection needs to be performed. Or the solution uses some combination of the S11/S5/Gn interface to reach the home node. Here we address the scenario when the MME/SGSN needs to find out the IP address of the GW co-located with the home node. 

The reason why the IP address of the home node is not known at the MME/SGSN is that the presence of the H(e)NB GW hides the H(e)NB’s IP address from the MME/SGSN. In the LTE case the HeNB GW is optional and hence the MME may be connected to the HeNB directly over S1, and in that case the IP address of the HeNB is known at the MME; but we still need to solve the case of HeNB GW in between the HeNB and the MME. 

Note that a mandatory Security GW is present between the H(e)NB and H(e)NB GW to provide secure transport of user and control plane data over an IPsec tunnel. The setup of the IPsec tunnel is performed using IKEv2 signalling which is initiated by the H(e)NB; the IP address to be used over that IPsec tunnel is assigned by the Security GW. After the IPsec tunnel is set up, the H(e)NB is assigned an address which is routable within the operator’s network and can be used to send and receive data and signalling. Control signalling between H(e)NB and H(e)NB GW starts only when the IPsec tunnelling is already set up. For the discussion below, it is the address used over the IPsec tunnel which is considered, i.e. the one used by EPC nodes (H(e)NB GW, MME) to send and receive traffic towards the H(e)NB. 

Solution 2.A: GW@ suggested by RAN node

The H(e)NB may suggest its GW address towards the MME/SGSN when the PDN connection/PDP context is activated. That implies sending the GW address over S1/Iuh towards the H(e)NB GW, which is then forwarded by the H(e)NB GW to the MME/SGSN over S1/Iu. The MME/SGSN can then select that address for SIPTO instead of using the regular DNS based GW selection mechanism. See the figure and explanation below. Note that text uses LTE terminology, but the solution is equally appropriate for 3G using the corresponding Iuh/Iu or NAS messaging.
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Figure 2.A: GW@ suggested by RAN node. 
1-4:
No change during the registration process: IPsec tunnalling and S1 connection are established as defined today. 

5. 
Later on, when a SIPTO connection is to be established using the UE requested PDN Connectivity procedure (or possibly with the Attach procedure in a similar fashion, not shown in the figure), UE sends the PDN Connectivity Request message with some APN (shown as ‘localgw” as an example APN). 

6. The HeNB adds the L-GW@ as an extra S1 parameter to the S1 message carrying the NAS message. That extra parameter is forwarded to the MME by the HeNB GW. 

7. Instead of using the regular DNS procedures, the MME decides to use the L-GW@ supplied in the S1 message as the GW address and proceeds with establishing the PDN connection. 

8. PDN connectivity is established, and response is sent back to the MME. 

9. PDN Connectivity Response completes the procedure. 
Advantages:

· Simple mechanism in concept. 

· H(e)NB can automatically provide its address, no manual O&M intervention needed for address configuration. 

Disadvantages:

· It is difficult to know for the RAN node when to insert the GW@ parameter.  For 3G it would require extra complexity to interpret the NAS message in the HNB. In the LTE case NAS is encrypted and hence the HeNB cannot see when a new PDN connection is being established. As a result, it is hard or impossible to avoid that the GW@ would be inserted unnecessarily for many messages, creating extra burden on the S1/Iu interface. 
· Extra parameter impacts Iu/S1. 

· Deviates from the commonly used DNS procedures for GW selection and hence creates extra complexity. 

Solution 2.B: DNS based selection
This solution is based on storing the relationship between the (evolved) cell id of the H(e)NB and the H(e)NB’s IP address. This information is available when the H(e)NB GW sets up the S1/Iuh relationship with the H(e)NB and receives the S1 SETUP REQUEST/HNB REGISTRATION REQUEST message. (Note that in this context the cell id is used to identify the home node itself; and for this purpose other identifiers might also be used such as the HeNB ID/HNB ID or possibly the CSG, but with the current specification the (evolved) cell id is the one most readily available for this purpose.)

The H(e)NB’s IP address is available as the source address of the S1 SETUP REQUEST/HNB REGISTRATION REQUEST MESSAGE; allowing the H(e)NB to use the same IP address for the co-located L-GW. Should it be necessary in the future to enable a different L-GW address than the one used on S1/Iuh, that is also possible, e.g., by configuring the separate L-GW address at the H(e)NB GW, or configuring the separate L-GW at the H(e)NB and sending it in a new parameter during S1/Iuh setup. However, it is currently FFS why such a separate L-GW address would be needed. 

Based on the known relationship between the cell id and the H(e)NB address, the H(e)NB address can be provided as a response to a query including the cell id when needed for the MME/. To align with current system operation for GW selection, DNS based query seems the most appropriate for this purpose. Note that the MME/SGSN can become aware of the (evolved) cell id using information available in the S1/Iu message carrying the NAS command to setup the new SIPTO connection. Two alternatives are given below, depending on whether or not dynamic DNS is deployed. 

Solution 2.B/1: No dynamic DNS. 
The signaling for this variant is shown in the figure and detailed explanation below. Note that text uses LTE terminology, but the solution is equally appropriate for 3G using the corresponding Iuh/Iu or NAS messaging. 
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Figure 2.B/1: Signalling for the DNS based solution without Dynamic DNS usage. 
1.
The HeNB and the co-located L-PGW is powered on, or some other event causes it to re-establish the connectivity. 

2.
The HeNB triggers IKEv2 signalling with the SecGW. As a result, IPsec tunneling is established between HeNB and SecGW. The HeNB GW gets an IP address assigned by the SecGW, which can be used to send control and data signaling to and from the mobile operator’s network. Between the HeNB and L-PGW, data and signaling are encapsulated into the IPsec tunnel using the HeNB’s IP address received from the fixed ISP. Note that it is possible for the L-PGW co-located with the HeNB to re-use the HeNB’s address assigned by the SecGW for data and signaling. Note also that IPsec tunneling also supports NAT traversal should there be a NAT in between the HeNB and the SecGW. 

3.
HeNB requests S1 establishment towards the HeNB GW by sending S1 SETUP RESPONSE. 

4.
HeNB gets the HeNB’s ECGI as part of the S1 SETUP REQUEST message, and hence it can associate it with the HeNB’s IP@, which is the source address of the S1 SETUP REQUEST MESSAGE. 

5.
HeNB GW responds with S1 SETUP RESPONSE. 

6.
Later on, when a SIPTO connection is to be established using the UE requested PDN Connectivity procedure (or possibly with the Attach procedure in a similar fashion, not shown in the figure), UE sends the PDN Connectivity Request message with some APN (shown as ‘localgw” as an example APN). 

7.
The MME/SGSN performs a DNS query for “ecgi<ecgi>.henbgw-id<henbgw-id>.localgw.operator.3gppnetwork.org” (as an example; detailed format TBD by CT4). Here ecgi refers to the cell-id of the current cell based on S1 message information. The henbgw-id is an identifier of the HeNB GW which is also available from the S1 message; e.g., the HeNB identifier of the HeNB GW can be used for this purpose. The DNS query is sent to the operator’s DNS system. 

8.
The DNS system is configured in such a way that the appropriate HeNB GW is configured as the authoritative DNS server to respond to such a query. Hence the DNS query is forwarded to the H(e)NB GW itself. 

9.
The HeNB GW provides the response based on its stored mapping of the ecgi to the IP address of the H(e)NB. 

10.
Response is sent on to MME. 

11.
Using the IP@ of the logical GW collocated with the HeNB, the PDN connectivity is request is sent to the L-GW co-located with the HeNB. This signaling also goes within the IPsec tunnel since the HeNB IP@ used is assigned by the SecGW. 

12.
PDN connectivity is established, and response is sent back to the MME. 

13.
PDN Connectivity Response completes the procedure. 

Solution 2.B/2: Using dynamic DNS.
When Dynamic DNS mechanism (RFC2136) is deployed between the HeNB GW and the operator DNS system, the HeNB GW can inform the operator DNS of the ecgi to HeNB address mapping ahead of time. With this solution it is sufficient to provide a dynamic DNS client within the H(e)NB GW rather than a DNS server. The mechanism is similar to the previous variant with a few differences, see the figure and explanation below. Again, LTE terminology is used but the solution is equally applicable to 3G using corresponding Iu/Iuh and NAS mechanisms. 
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Figure 2.B/2: Signalling for the DNS based solution with Dynamic DNS usage. 
5-7:
As part of the registration process, the HeNB GW updates the operator DNS with the ecgi->IP@ mapping which is then stored in the Operator DNS system. 

9-10. 
The operator DNS system can immediately answer the DNS query without asking the H(e)NB GW; The DNS query can be simplified to the form of ecgi.localgw.operator.3gppnetwork.org”. 

(Note that the Dynamic DNS client might also be placed in the H(e)NB itself rather than the H(e)NB GW. However, for security reasons and for decreased implementation burden on the H(e)NB, it is preferred to have the Dynamic DNS client in the H(e)NB GW.)

In the case of LTE, the use of HeNB GW is optional. When a HeNB GW is not present, the DNS resolution is unnecessary and may be skipped if desired, as the MME knows the mapping from the evolved cell-id to the HeNB address on its own. 

The following pros and cons are seen with the DNS based approach. 

Advantages:

· Simplified operation/management as DNS remains the single system for managing GW selection information, and solution can be aligned for all scenarios including LIPA, SIPTO and regular GW selection.

· H(e)NB can automatically provide its address, no manual O&M intervention needed for address configuration. 

· Similar GW selection handling in MME/SGSN for both LIPA/SIPTO and for regular connections

· No impact on S1/Iu/Iuh

· DNS based approach is very flexible for future extensions should new requirements emerge. As an example, accessing a GW co-located with H(e)NB remotely from other locations could be enabled by the use of DNS procedures even when a legacy SGSN/MME node serves the UE, whereas such future extension may be difficult or impossible should GW selection deviate from DNS based procedures. 

Disadvantages:

· H(e)NB GW needs to provide dynamic DNS client (or alternatively DNS server) function which needs to be properly secured. 
Solution 2.B/2 using Dynamic DNS is preferred over 2.B/1, since that gives simpler and faster operation, and easier implementation as well. 
******* Third Change ***********

6.1.X Deciding on SIPTO usage at the H(e)NB

In the SIPTO scenario with any GW selection solution, a decision needs to be made in the MME/SGSN whether or not to use SIPTO with offloading at the H(e)NB. There can be a number of ways how to make such a decision, such as the ones listed below. The choice of mechanism may differ from one operator to another depending on deployment constraints and operational requirements. It is also possible to use a combination of the methods.

· A flag in the HSS subscription records determines the eligibility of SIPTO at the H(e)NB or not. This mechanism cam give a flexible control on a per subscriber and per APN basis. As a drawback, this relies on an upgraded HSS node, and on the operator updating the records on a per subscriber basis. 

· UE supplies a well-known APN which determines the usage of SIPTO at the H(e)NB. This is a simple mechanism in concept, but requires the operator and/or user to configure the usage of the SIPTO APN in the terminal. 

· Other network configuration such as MME/SGSN configuration or querying some local database. This avoids impacting the UE or the HSS, but requires either the MME/SGSN nodes to be configured with SIPTO decision information on a per subscriber basis, or having some central database entity (which could also be DNS based) to be configured with such knowledge. 

There may be certain deployments where a mobile user may be allowed to get access at multiple H(e)NBs, and only some of them are SIPTO capable. In such a deployment it is expected that appropriate terminal configuration will ensure that a terminal attempts to establish a SIPTO connection towards the H(e)NB offload point only when it is expected to succeed. Some possibilities for achieving this are: configuring a special range of cell ids and/or TA/RA ids and/or CSGs for SIPTO capable H(e)NBs, adding some other SIPTO capability indication broadcasted from the H(e)NB, or configuring a list of SIPTO enabled cell ids and/or TA/RA ids and/or CSGs into the terminal. Additionally, a terminal may remember the cell where a SIPTO connection attempt failed, and limit future repetitive SIPTO connection attempts. Unless such care is taken, there is a risk that terminals may frequently initiate SIPTO connections during mobility to home cells even if they do not support SIPTO. These connection attempts are bound to fail causing unnecessary excessive NAS signaling load that may burden the operator’s MME/SGSN nodes. 

It may be possible to let the MME/SGSN know in advance whether a given H(e)NB supports SIPTO before actually trying to establish it, so that unnecessary signaling to the H(e)NB is avoided from the MME/SGSN. However, as outlined above, it is preferred to ensure by appropriate terminal configuration that SIPTO connection attempts towards H(e)NB offload points are only started if they are likely to succeed, since a failed attempt causes unnecessary MME/SGSN load in any case. There are technical possibilities though how the H(e)NB’s SIPTO (or LIPA) support could be known in the MME/SGSN in advance. E.g., with solution 2.A (GW@ suggested by RAN node), new IEs may be added to signal certain capabilities of the H(e)NB towards the MME/SGSN, such as SIPTO support or LIPA support, or other node capabilities that may become interesting in the future. With solution 2.B (DNS based), node capabilities may be configured in the H(e)NB GW or become automatically known at S1/Iuh connection setup using new IEs. Alternatively, it may be possible to cache node capabilities in the MME/SGSN to reduce excessive signaling with the H(e)NB. We expect however that using proper configuration, excessive repetitive failures of SIPTO connection attempts are avoided and hence these mechanisms are not needed. 

Note that the same approaches can also be applied to decide on LIPA usage, but LIPA specific considerations are not elaborated further here. 

In summary, it is concluded that multiple options exist for deciding on SIPTO usage in the MME/SGSN, independent of the actual GW selection mechanism. The choice of which option to use depends on deployment constraints and operator preferences. 
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