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Abstract of the contribution:
Add evaluation section and make clarification of PNAT solution in TR 23.975.
1. Introduction
This contribution proposes to add evaluation section and make clarification of PNAT solution in current TR 23.975. 
There are mainly two scenarios that could use PNAT: 464 scenario and 466 scenario. For the ‘XYZ’ scenario, ‘X’ stands for client’s application IP family, ‘Y’ stands for access network IP family of the client, and ‘Z’ stands for the server’s application IP family. The current version of TR23.975 only describes PNAT464 solution. This paper discusses the PNAT solution and proposes to clarify and add evaluation sub section in B.7.
1.1 PNAT464 solution
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Figure 1.1 Non-roaming architecture of PNAT464 solution

As the above figure illustrated, in PNAT464 scenario, the IPv4 application could communicate with IPv4 server via an IPv6 bearer. The application’s IPv4 packets will be translated into IPv6 by PNAT module in the UE. The PNAT64 GW will translate the IPv6 packets into IPv4 and forward to the IPv4 server.
1.1.1 ALG issue
In the scenario that PNAT464 communication through PNAT64 GW, if the PNAT UE uses public IPv4 address, both PNAT UE and PNAT GW need not to do ALG. If the PNAT UE uses private IPv4 address, PANT64 GW may need to do ALG for some applications which have IP address in the payload. 
For the scenario that two PNAT UE communicate directly in PANT464 mode, the UE may need to do ALG for some applications that have IP address embedded in the payload.
From IETF’s perspective (Behave WG charter) regarding to ALG: “The usage of ALGs in the defined translators should be avoided. Instead application developers will need to be aware and use mechanisms that handle the address family translation. ALGs may be considered only for the most crucial of legacy applications”.
1.1.2 Influence to the UE
The PNAT module may translate the packets using packet translation or API translation. For Linux based operation system, there are hook points in the TCP/IP stack provided by the OS. The PNAT mould may be hooked in the proper hook point then it will recognize and remember which address is the translated IP address then it will need to scan every packet to indentify which packets need to be translated. For the other OS, there are others ways to avoid scanning every packet to indentify which packets need to be translated, for example, by API translation etc.
From the analysis and implementation experience, there will no severe performance degradation when PNAT module is activated.
1.1.3 Roaming Scenario
There are two cases in roaming scenario:

1) The roaming UE is IPv4 only
In this case, the UE may use home routed roaming architecture which specified in 23.401. The roaming UE’s home network’s P-GW will allocate IPv4 address for it and the roaming UE will use IPv4 address to access services.
2) The roaming UE has IPv6 capability (IPv6 only or Dual stack)

In this case, the UE may get an IPv6 address from its home network or from visit network. It means both home routed and local break out architecture which specified in 23.401 will be supported.
1.1.4 PCC

The PCC problem caused by PNAT is basically the same as the problem caused by ordinary NAT44.
 The detailed influence to PCC of PNAT464 solution will be further studied.
1.1.5 Overhead

The IPv4 packets will be translated into IPv6 packets and the packets length will normally increase 20 bytes. The IPv6 packets will transit over both air interface and core network.

Compared with Dual Stack Lite Plain IPv6 encapsulation mode, the tunnel start point is in the UE, so the packet length will normally increase 40 bytes. Therefore, PNAT solution will have fewer packet overhead compared with Dual Stack Lite Plain IPv6 encapsulation mode.
1.2 PNAT466 solution
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In PNAT466 scenario, the IPv4 application in the PNAT UE could communication with IPv6 server via IPv6 bearer.
1.2.1 ALG issue

In PNAT 466 scenario, the UE may need to do ALG for some application which has IP address embedded in the payload.
1.2.2 Influence to the UE

See 1.1.2.
1.2.3 Roaming Scenario
See 1.1.3.
1.2.4 PCC

See 1.1.4
1.2.5 Overhead

See 1.1.5
3. Conclusions
Based on the above discussion the following changes are proposed to the TR 23.975:
* * * Start of Change * * * *

B.7
Solution 7 – Prefix-NAT Solution
B.7.1
Solution Description 
Prefix-NAT (PNAT) [7] is a host based IPv4/IPv6 translation scheme, it provides the following abilities:

(1) The legacy IPv4 applications which reside in PNAT host could continue to run in an IPv6 only network.
(2) The IPv4 applications which reside in PNAT host could access the IPv6 servers 
Due to the depletion of IPv4 address, for reasons such as the simplicity of management, operators may assign only IPv6 address to their UEs. In such scenarios, the IPv4 applications in the UE are expected still could access IPv4/IPv6 services. PNAT provides this ability by introducing protocol translation in the host and PNAT64 gateway in the network. The PNAT module in the host translates the IPv4 application’s IPv4 packets into IPv6 and the PNAT64 gateway translates IPv6 packets into IPv4 and vice versa.
The network architecture of deploying PNAT in EPS is illustrated in Figure B.7.1. There are mainly two entities are involved, e.g., PNAT host (or UE) and PNAT64 gateway (PNAT64 in Figure B.7.1).
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Figure B.7.1. The architecture of PNAT

The PNAT host is a dual stack host with the PNAT module in it. PNAT64 gateway is an IPv4/IPv6 protocol translation gateway. The procedure of PNAT464 communication scenario is illustrated in Figure B.7.2. 
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Figure B.7.2. The PNAT464 communication procedure
The detail information flow of PNAT is described as below.
1) After bearer activation the UE was assigned an IPv6 address. 
2) The IPv4 application in the PNAT UE would like to start communication; The DNS resolver in the UE may send a type A DNS query. 
3) The PNAT module will intercept that query and converts it to both type A and type AAAA queries and send it the DNS system.
4,5),The DNS system may return a type A or type AAAA DNS query response. PNAT module will intercept the DNS response message. Based on the received DNS response message type, PNAT module may need to convert the type AAAA DNS response to type A DNS response (in case of received DNS response is type AAAA) or just return the DNS response to the IPv4 application(in case of received DNS response is type A). 
6,7) The IPv4 application starts sending packet. PNAT module translates the application’s IPv4 packets into IPv6 packets, PNAT module creates the destination address by combine either WKP (Well Known Prefix) or PNAT64 prefix together with a 32 bit IPv4 address. The source address will be network assigned IPv6 prefix concatenate with an IPv4 private address or public IPv4 address.
 The IPv4 address could be pre-defined, private, or public IPv4 address. The IPv4 address could also be assigned by operators. 
Note: How the IPv4 address is assigned from the operator, e.g., through DHCPv4, is FFS.
8) The PNAT gateway receives the IPv6 packet, it will translate it into IPv4 packet and sent it to the IPv4 network.
9,10,11) The IPv4 server response with IPv4 packet, the PNAT64 gateway translates it into IPv6 and the IPv6 bearer carry the IPv6 packet to the PNAT UE. The PNAT module translates will then translate it into IPv4 and forward it to the IPv4 application, 



For the PNAT466 communication, the DNS response in step 4 will be type AAAA. PNAT module will convert it to type A DNS response and create a mapping between the IPv6 address of the peer and the IPv4 address contained in the converted type A response. The remaining procedure is similar to PNAT464 communication except that there will be no PNAT64 gateway involved.
The Figure B.7.3 illustrated the protocol layer of the PNAT host. 
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Figure B.7.3. The PNAT protocol

B.7.2
Evaluation 
Impact on the existing architecture:

· UE is required to install the PNAT module.
· It is required to deploy PNAT64 gateway which is used to connect the IPv6 and IPv4 network. 
· The impact of PNAT to PCC is for FFS.
· 
Known issues of the solution:

· It is required the UE to install the PNAT module which may increase the complexity of the UE.
· The impact of PNAT module to the UE’s CPU utilization and its OS is FFS.

· Whether the UE is also required to support an Application Level Gateway (ALG) function is FFS.

Known benefits of the solution:
· This solution allows IPv4-only applications running on an IPv6 network to communicate with IPv4, dual stack and IPv6 servers.
· The packet overhead is less compared with DS-Lite plain IPv6 encapsulation solutions.

* * * End of Change * * * *
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