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Abstract of the contribution: This contribution provides clarifications for solution1.
=====  FIRST CHANGE =====
B.1
Solution 1 – Dual-Stack Lite Architecture 

B.1.1
Solution 1 Description 

Dual-Stack Lite architecture [2] can be understood as IPv4 packets being encapsulated using either IPv6 or some L2 technology. The tunnel endpoint is usually the Carrier Grade NAT (CGN). Since the hosts are not provisioned with an IPv4 address, they have to self-generate their own IPv4 address from their own private IPv4 address pool. Thus, these self-generated IPv4 addresses may overlap, and packets from different hosts may arrive to the CGN with the same private IP address. The CGN differentiates hosts with same private IPv4 address based on information provided by encapsulation technology. When packets are destined to the IPv4 Internet, CGN will act as a NAT. Several options exist for deploying DS-Lite. 

The encapsulation method can be chosen at least from the following set: 

· Plain IPv6: IPv4-in-IPv6 is the basic DS-Lite encapsulation scenario. In this scenario the UE encapsulates IPv4 packets into IPv6. The CGN can be a separate entity or integrated to e.g. PDN GW. Only an IPv6 bearer is needed. 

· GRE: When PMIP6 is used, the MAG can encapsulate IPv4 into GRE tunnel. CGN has to be implemented in LMA. No UE impact. The UE does not encapsulate IPv4 in IPv6. A dual-Stack bearer is needed. 

· GTP: When GTP is used, PDN GW must implement CGN. No UE impact. The UE does not encapsulate IPv4 in IPv6. A dual-Stack bearer is needed. 

· DSMIP6: The HA must implement CGN. Only an IPv6-bearer is needed. The UE must implement standard DSMIP6 support. 

There are also other encapsulation methods, such as L2TP, but those are not included in this study. 

The common feature of DS-lite is that all IPv4 communication from UEs will have to go through NAT functionality, even if traffic is destined to the operator’s own services (no hairpinning is possible, as there is no IPv4 address allocation). Consequently DS-lite is best suited for IPv4 Internet access by legacy applications, which are able to initiate communication and connections. In such a deployment scenario, the majority of new applications and operator services would be accessed with IPv6. 

B.1.1.1
Plain IPv6 encapsulation in 3GPP architecture 

When plain IPv6 encapsulation is used, DS-Lite can be deployed independently over existing 3GPP IPv6 access. The UE is required to be able to discover the CGN’s IPv6 address (for example by using stateless DHCPv6), and then to encapsulate IPv4-over-IPv6 to the CGN, which does the decapsulation and network address translation. The CGN can be a stand-alone entity, or integrated into the PDN GW. The CGN differentiates UEs with same IPv4 address based on their globally unique IPv6 address. When using IPv6 encapsulation, it is enough to establish IPv6-only bearers to between the UE and PDN GW.

Known issues: 

· MTU: to avoid fragmentation and dropped packets MTUs must be configured properly. For IPv6 communication, the UE will use the default MTU of the bearer or the MTU advertised in Router Advertisements, while for IPv4 communication, the UE will use an MTU of (IPv6_MTU-20) bytes. 

· Tunnelling overhead: an IPv6 header (128 bits) is added to each IPv4 packet
· IPv4 P2P communication: all IPv4 based communication, including P2P, must traverse through CGN 

· QoS: 3GPP TFTs are limited in such a way that it is not possible to differentiate traffic based on information in the inner headers of a tunnel 
Known benefits: 

· Simple UE side implementation 

· Can be deployed over existing 3GPP networks, with the known issues

B.1.1.2
GRE encapsulation 

When PMIP6 is used for network based mobility, it is possible for the LMA to use GRE identifiers to differentiate between UEs. The CGN function must reside in the LMA, as it is the only entity capable of differentiating between UEs having the same IPv4 address. The MAG will need to differentiate UEs with same IPv4 address by some other identifier (such as the default bearer id). UEs do not need to be modified, as they are provided with native dual-stack connectivity. When using GRE encapsulation, a dual-stack bearer (or two single stack bearers) needs to be established between UE and MAG

Known issues: 

· Requires support on the MAG and the LMA 

· Cannot be deployed into existing 3GPP networks 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through CGN 
· Since the IPv4 address is not assigned by the PDN-GW, the policy, accounting and charging rules cannot be assigned at the time of session creation.
Known benefits: 

· No UE changes mandated (but UEs may need to support some other encapsulation for other access technologies than 3GPP access) 

· Interworks with the existing QoS schemes.
· No tunneling overhead over the air interface
B.1.1.3
GTP encapsulation 

A special case is the GTP based solution, where the PDN GW implements CGN and differentiates UEs based on the TEID It allows allocation of the same IPv4 address for all hosts. When using GTP encapsulation, a dual-stack bearer (or two single stack bearers) needs to be established between UE and SGW
Known issues: 

· Requires support on the PDN GW 

· Cannot be deployed into existing 3GPP networks 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through CGN 
· Since the IPv4 address is not assigned by the PDN-GW, the policy, accounting and charging rules cannot be assigned at the time of session creation.
Known benefits: 

· No UE changes mandated (but UEs may need to support some other encapsulation for other access technologies) 

· Interworks with existing QoS schemes.
· No header overhead over the air interface

B.1.1.4
DSMIP6 

With DSMIP6, it is possible to provide session continuity during inter-technology handovers and at the same time provide an IPv6 transition solution. DSMIP6 can, by definition, always provide dual-stack connectivity independently of the address family of care-of address(es) obtained within the visited network. In case public IPv4 addresses are scarce, and private IPv4 address space is too small for ordinary IPv4 Network Address Translation to suffice, the DSMIP6 Home Agent could implement the CGN function and thus be able to allocate the same private IPv4 address for multiple UEs. A DSMIP6 HA behaving as a CGN can be seen as instance of Dual-Stack Lite architecture. 
Known issues: 

· Tunnelling overhead from the DSMIP6 header 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through a CGN 

Known benefits: 

· The UE does not need to implement anything special over standard DSMIP6 support 

· Can be deployed over existing 3GPP networks, with the known issues 
· QoS can be provided as currently. 
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