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Discussion

As discussed in S2-100444, it is necessary to:

· Provide an indication to the UE of the type of connectivity available in a H (e)NodeB

· Allow the UE to request a specific type of connectivity (e.g. LIPA or regular connectivity)

· Enable the connectivity to the same APN both in LIPA and regular or SIPTO connectivity (where the decision of whether the connectivity is provided in SIPTO vs regular is made by the network)

· Inform the UE of the type of connectivity selected for a given PDN connection.

This P-CR introduces architectural requirements and general concepts in the various solutions to satisfy the points above.

Specifically:

· There has been previous discussion in S2-097234 as to how the UE can be informed of the type of connectivity available in a H (e)NB. In particular, S2-097234 has highlighted the fact that a solution at NAS level does not allow for a dynamic change of capabilities of the H (e)NB. We argue that in the general case, the LIPA capability of a H (e)NB will not change very dynamically, and therefore a solution based on a NAS indication to the UE would in the worst case lead to a rejection of a UE request for LIPA when LIPA is not available anymore. As for pre-Rel10 UEs, such UEs will not request for LIPA connectivity anyway (but can only request connectivity to one APN or another), and therefore  would only notice the rejection of the connectivity to a certain APN.

· It has been assumed in several solutions that the UE may require LIPA connectivity using a dedicated APN. However, we argue that such solution is not flexible enough. As a matter of fact, a UE may need to be connected to the same “service” both in LIPA and in “regular” connectivity (i.e. traffic going though the operator core network), due to servers being located respectively in the home network and in the operator network or in the network of an external service provider. Typically an APN is used to identify a specific service, and specific applications have a specific APN associated. Therefore, the use of an indication separate from the APN allows for more flexibility and for an easy mechanism to allow a UE to request both LIPA and regular connectivity to the same APN. This is particularly true in solution where two PDN connections are used to provide both LIPA and PDN connectivity.
Proposal

The following new text is proposed to be added to TS 23.829.

Start of change
4.3
Architectural requirements
The solutions for local IP access and selected IP traffic offload for Home (e)NodeB Subsystem shall fulfil the service requirements described in TS 22.220 [3] in addition to the following requirements:

· Availability of LIPA connectivity in a Home (e)NodeB is indicated to the UE. The indication can be per APN per cell or CSG ID.
· The type of connectivity established by the network (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment shall be indicated to the UE.
The solutions for selected IP traffic offload for the macro network shall fulfil the service requirements described in TS 22.101 [2].

The solutions for Selected IP Traffic Offload for macro (3G and LTE) shall fulfil the following architectural requirements:

· It shall be possible to perform traffic offload without user interaction.
· For UTRAN, the traffic offload shall be performed on or above the RNC node.

· The impact on the existing network entities and procedures by introducing traffic offload shall be minimized.
The H(e)NBs supporting LIPA shall be able to provide Intranet type access to the home based network.

NOTE:
If the home based network provides a route to other private networks or to the public internet, then these networks may be accessible via LIPA.

The H(e)NBs supporting LIPA shall be able to provide access to the multicast groups that are active on the home based network:

-
A H(e)NB supporting LIPA shall allow UEs to join multicast groups active on the home based network.

-
It shall be possible for a H(e)NB supporting LIPA to forward multicast traffic from the home based network to the UE and from the UE to the home based network.
Next change
5.2 Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

5.2.2
Architectural principles
5.2.2.1
General principles
Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB; for SIPTO traffic for Macro Network, a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located on or above the RNC/eNB;

-
For  traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;
-
Availability of LIPA connectivity is indicated to the UE upon attach, RAU, and PDP Context creation in UTRAN, and upon attach and PDN connection establishment in E-UTRAN. The indication can be per APN, per cell or CSG.
-
LIPA PDN can be identified by a well-defined APN or requested by the UE with a specific indication independent on the APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.) terminates in the core network;
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;
-
For  active UE's, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.
-
The type of connectivity established by the network (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment is indicated to the UE
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
(none)
Next change
5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;
-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB);


-
It is FFS how the offload PDN connection for SIPTO is established and how it relates to the non-offload PDN connection;

-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how.
Open issues applying to UMTS only:

-
Location of LIPA and SIPTO session management is FFS.
Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);
-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.
Next change
Solution 2 – Local IP Access and Selected IP Traffic Offload at H(e)NB by NAT
5.3.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

5.3.2
Architectural principles

-
UEs are only required to activate one PDN connection for LIPA, SIPTO, and traffic going through the mobile operator's Core Network;
-
The Home (e)NodeB Subsystem has the ability to drag/insert the LIPA and SIPTO traffic from/into PDN connection per operator policies (e.g. destination address, port number, etc.);
-
There is a NAT inside the Home (e)NodeB Subsystem to ensure returning LIPA and SIPTO traffic reaches H(e)NB despite topologically incorrect source address;
-
Pre-Rel9 UEs that support single PDN connections may simultaneously access LIPA, SIPTO and the mobile operator's Core Network;

-
For a PDN connection initiated by a UE connected to a H(e)NB, the MME/SGSN shall decide whether LIPA or SIPTO is enabled depending on the subscription data and operator policy and based on the UE indication of the type connectivity requested if provided by the UE;

-
A dedicated APN or a specific indication independent on the APN may be used to indicate that the PDN connection established through this APN is for LIPA or SIPTO. All the traffics associated with this PDN connection are offloaded.
-
The type of connectivity available over the current PDN (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment is indicated to the UE. 
5.3.3
Paging and Mobility Support

-
If the LIPA or SIPTO function is enabled by the MME/SGSN for the UE's PDN connection, the MME/SGSN indicates the public IP address of PGW/GGSN to H(e)NB;

-
When H(e)NB receives a downlink LIPA or SIPTO packet it does not know how to deliver (e.g. when the UE is in idle mode, or when the UE has moved out of the H(e)NB coverage), it tunnelled the packet to the P‑GW/GGSN after NAT‑ting the packet and the P-GW/GGSN delivers it as non-LIPA or SIPTO traffic;

-
The interface needs to be connected via the Internet.
5.3.4
Open issues

For this solution, the only requirements are NAT and routing functionalities for the HNB.
The solution has the following issues as FFS:

-
It is FFS on addressing the possibility that the private IPv4 address of the home IP devices conflict with operator’s services which using private IPv4 addresses;
-
It is FFS whether the NAT function can be standalone, i.e. not collocated with the H(e)NB;

-
How the solution works with IPv6 prefix translation is FFS;
-
How to provision H(e)NB the LIPA/SIPTO policy is an open issue.

Next change
5.4
Solution 3 – GGSN allocation to offload point

5.4.1
Applicability

This solution supports the following scenarios:

-
LIPA

-
SIPTO from the HNB Subsystem

-
SIPTO from the macro network

5.4.2
Architectural principles

In this solution, LIPA and SIPTO are enabled by the SGSN selecting a GGSN that provides enhanced (e.g. shorter) traffic routeing capabilities located within the RAN.

It is enabled by:

-
the RAN providing the SGSN with the IP address(es) of one or more GGSNs that the RAN believes offers good traffic routeing capabilities. The RAN provides this information to the SGSN at every RAN initiated Iu-ps connection establishment and, from the target RNS, at every SRNS relocation;

-
the SGSN using the information from the RAN and HSS to potentially override the normal GGSN selection algorithm; and

-
the SGSN using the permitted CSG/APN information and information supplied by the RAN to cause the release of a PDP context, if required by the service continuity restrictions, when the mobile leaves the CSG.

The SGSN reuses the Direct Tunnel functionality (from TS 23.060 [5] clause 15.6) to establish and maintain user plane connectivity. The conditions restricting the use of Direct Tunnel defined in TS 23.060 [5] also apply when determining whether local breakout can be applied.

The subscription data stored in the HSS indicate which CSGs are permitted to perform local breakout via LIPA for each of the APN subscribed, along with service continuity restrictions/permissions, the type of breakout permitted. The subscription data also indicates which CSGs are permitted to perform Internet Breakout for each of the subscribed APNs along with service continuity restrictions/permissions, the type of breakout permitted.

The RAN shall report to the SGSN the level of support for local breakout to the SGSN. The SGSN decides what level of local breakout to perform based on information received from the RAN and the whether local breakout is permitted by the subscription data. The SGSN operator shall be able to configure the Emergency APN such that Local Breakout does not endanger PS domain Emergency calls.
For dual stack PDP contexts (PDP type = IPv4v6), the assigned GGSN function shall select an IP version appropriate for the breakout connection.

Availability of LIPA connectivity is indicated to the UE upon attach, RAU, and PDP Context creation. The indication can be per APN, per cell or CSG.
LIPA PDN can be identified by a well-defined APN or requested by the UE with a specific indication independent on the APN. 

The type of connectivity established by the network (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment is indicated to the UE.
Next change
Solution 4 – Selected IP Traffic Offload at Iu-PS
5.5.1
Applicability

This solution supports the following scenario:

-
Selected IP Traffic Offload for UMTS macro

-
Selected IP Traffic Offload for HNB subsystem

5.5.2
Architectural principles
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Figure 5.5.2.1: Selected IP Traffic Offload from Traffic Offload Function (TOF) deployed at Iu-PS

NOTE 1:
TOF can be a separate entity, or collocated with RNC/HNB GW.
NOTE 2:
The interface from TOF to Internet may be a subset of Gi.
The following architecture principles apply to this solution:

-
The TOF is located at Iu-PS and provides standard Iu-PS interface to the RNC and the SGSN;

-
Selected IP Traffic Offload is enabled by NAT and SPI/DPI based on operator policies at different levels (e.g. per user, per APN, per service type, per IP address, etc). The policies may be configured via e.g. OAM.

Editor's note:
The other means for TOF to get policies are FFS.

-
One PDN connection or PDP context for both offload traffic and non-offload traffic is supported, while it also allows using different PDN connections or PDP contexts for offload traffic and non-offload traffic (e.g. by selecting the traffic based on APN);

-
No impact on the quality of service continuity provided for non-offload traffic during mobility;

-
The quality of service continuity provided for offload traffic is same as it is for non-offload traffic during intra TOF mobility.
-
Availability of LIPA connectivity is indicated to the UE upon attach, RAU, and PDP Context creation. The indication can be per APN, per cell or CSG.
-
LIPA PDN can be identified by a well-defined APN or requested by the UE with a specific indication independent on the APN. 
-
The type of connectivity established by the network (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment is indicated to the UE.
5.5.5
Open issues

The solution has the following open issues:

-
How the solution works with IPv6 prefix translation is FFS.
Next change
5.6
Solution 5 – Selected IP Traffic Offload solution based on local PDN GW selection

5.6.1
Applicability

This solution supports the following scenarios:

-
Selected IP traffic offload for macro network

-
Selected IP traffic offload for home (e)NodeB subsystem

5.6.2
Architectural principles

Common principles applying to both GPRS and EPS:

-
The GW selection mechanism in the MME/SGSN takes into account the location of the user for the PDN connection/PDP context activation, and selects a GW that is geographically/topologically close. As described in section 6.1, this solution proposes to use a DNS based mechanism to perform GW selection: either the Rel-8 DNS based mechanism or the DNS based alternative for 3G GPRS provided in section 6.1.

-
Selected IP traffic is offloaded at the local gateway using external IP connectivity.

-
Availability of LIPA connectivity is indicated to the UE upon attach, RAU, and PDP Context creation in UTRAN, and upon attach and PDN connection establishment in E-UTRAN. The indication can be per APN, per cell or CSG.
-
LIPA PDN can be identified by a well-defined APN or requested by the UE with a specific indication independent on the APN. 
-
The type of connectivity established by the network (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment is indicated to the UE.
Next change
5.7
Solution 6 – Local Gateway based Architecture
5.7.1
Applicability

This solution supports the following scenarios:

-
Local IP Access for H(e)NB subsystem

-
Selected IP Traffic Offload for H(e)NB subsystem

-  
Selected IP Traffic Offload for macro network

The solution applies to both types of approaches: with separate APNs for SIPTO and non-SIPTO traffic, and also with common APN(s) for SIPTO and non-SIPTO traffic.

5.7.2
Architectural principles

Figure 5.7.2.1 shows the architectural extension proposed by this solution for the case of E-UTRAN and (macro) eNB; analogous extensions apply for the HeNB case and the UTRAN case (both NB and HNB). In the latter case, the GGSN maps onto PDN GW, and SGSN maps onto Serving GW (user plane part) and MME (control plane part).

A Local Gateway (L-GW) is co-located with home or macro cells in support of LIPA or SIPTO. Between the L-GW and the PDN GW (for EPS) or the GGSN (for GPRS), a "L-GW extension tunnel" is configured. The functions of L-GW include:

-
gateway and routing to/from external PDN (e.g. internet, enterprise or home NW), equivalent to SGi;

-
tunneling of IP packets through the extension tunnel to/from P‑GW/GGSN (e.g. based on GTP, PMIP, IP in IP or other); when the UE is in idle mode, the extension tunnel is used only in the L-GW to P-GW/GGSN direction; while when the UE is in active mode and connected via a different cell from where the L-GW is located, the extension tunnel is used in both directions;

-
IP address handling (either IP address allocation and conveyance to P‑GW/GGSN, or alternatively reception of IP address from P‑GW/GGSN and NATing);

-
minimal state maintenance for mapping of traffic onto tunnels (from external PDN onto extension tunnel);

-
coordination with (e)NB on usage of local breakout (trigger (e)NB for local traffic handling);

-
decision function on usage of local breakout for uplink traffic (optionally it can be part of the (e)NB);

-
decision function on routing for downlink traffic (directly to (e)NB versus via extension tunnel);
-
traffic monitoring and reporting function (optional): required only as a means to limit the principally assumed flat rate charging.

The basic L-GW functionality is radio and core network technology agnostic, and thus allows that the same L-GW function to be adopted for both 3G and LTE radio cells as well as to GPRS and EPS core networks.
As visible from this list, the L-GW is not a PDN GW or GGSN shifted to eNB/E-UTRAN, but encompasses only minimal functionality.
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Figure 5.7.2.1: Proposed extension of non-roaming architecture for 3GPP accesses for SIPTO and LIPA

NOTE:
As the extension tunnel between the L-GW and P-GW/GGSN is terminated within the Home (e)NB, the security measures already defined for Home (e)NBs (i.e. IPsec on Iuh) apply.
P​GW and/or GGSN functionality is enhanced by:

-
establishment of extension tunnel (upon PDN connection or PDP context establishment for APNs matching the criteria for local traffic),
-
traffic forwarding through extension tunnel and to/from S5/S8 or Gn tunnel,
-
IP address handling (either obtain of IP address from L-GW, or alternatively conveyance to L-GW).
Enhancements of (e)NB are the following:
-
provision of UE's access state for the cell(s) served by the (e)NB to the L-GW, and

-
(optionally) the decision function on usage of local breakout for uplink traffic (based on APN).
The established 3GPP architectures (GPRS, EPS) and signaling procedures are re-used to the maximum extent possible. Specifically, the paging and mobility signaling procedures are used unchanged.
Availability of LIPA connectivity is indicated to the UE upon attach, RAU, and PDP Context creation for UTRAN, and attach and PDN connection establishment for E-UTRAN. The indication can be per APN, per cell or CSG.
LIPA PDN can be identified by a well-defined APN or requested by the UE with a specific indication independent on the APN. 
The type of connectivity established by the network (e.g. LIPA, SIPTO, or regular connectivity) upon successful PDN establishment is indicated to the UE.
The enhanced EPS architecture also enables mobility management between 3GPP and non-3GPP accesses: since the PDN GW is always in the path when the UE leaves the eNB, the mobility support function of handover towards non-3GPP accesses can be handled by the PDN GW as usual. Such functionality does not need to be provided as part of the L-GW (or within the eNB).

Regarding charging and policy-control, it is handled by the P‑GW in EPS and GGSN in GPRS as usual for non-SIPTO traffic, and for SIPTO/LIPA traffic if the UE moves away from the eNB with the anchoring L-GW. This is inline with the needs for differentiated charging/policing.

Dynamic control for LIPA/SIPTO handling in the PDN-GW is possible (it is switched on only after the extension tunnel is set up).

The architecture solves the configuration problem associated with the masses of (home)(e)NBs in a similar manner as S1-flex.

5.7.3
Open issues

-
If one and the same APN is used for SIPTO traffic and non-SIPTO traffic and for LIPA and non-LIPA traffic, the technical limitations of NAT apply;

-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how;

-
Details on simultaneous use of LIPA and SIPTO for the same UE;

-
How the (Home) (e)NodeB maps the downlink packets received from the L-GW on the appropriate radio bearers;

-
Disconnection of the extension tunnel.

End of changes
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