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Abstract of the contribution: this P-CR resolves three of the currently five documented open issues of solution 6 for LIPA/SIPTO by adding relevant details and clarifying the architectural principle.
Introduction

Current version 0.3.1 of TR 23.829 contains 5 open issues for solution 6. In this contribution we resolve 3 of them.
In  more detail, descriptions for the following open issues are added: 

1. Tear down of extension tunnel(s);

2. Simultaneous use of LIPA and SIPTO.

Another open issue can be removed by a clarifying that this solution is restricted to co-location of L-GW and Home(e)NB/(e)NB.
A few additional small corrections and clarifications are applied: 

· in figure 5.7.4.1 the graphical box for step 7a is shifted appropriately to the right;

· in the same figure the description of steps is made clearer for cases A and B; the terminology is unified to “common” and “separate” APNs/PDN connections (for LIPA and SIPTO traffic);
· in the same figure IP address information is included in the message flow steps 6a and 5b.
Proposal

We propose to apply the following changes to TR 23.829: 
First change

5.7.2
Architectural principles

Figure 5.7.2.1 shows the architectural extension proposed by this solution for the case of E-UTRAN and (macro) eNB; analogous extensions apply for the HeNB case and the UTRAN case (both NB and HNB). In the latter case, the GGSN maps onto PDN GW, and SGSN maps onto Serving GW (user plane part) and MME (control plane part).

A Local Gateway (L-GW) is co-located with home or macro (e)NBs in support of LIPA or SIPTO; note that an architectural variant with a stand-alone L-GW is not excluded, but not in scope of this solution description. Between the L-GW and the PDN GW (for EPS) or the GGSN (for GPRS), a "L-GW extension tunnel" is configured. The functions of L-GW include:

-
gateway and routing to/from external PDN (e.g. internet, enterprise or home NW), equivalent to SGi;

-
tunneling of IP packets through the extension tunnel to/from P‑GW/GGSN (e.g. based on GTP, PMIP, IP in IP or other); when the UE is in idle mode, the extension tunnel is used only in the L-GW to P-GW/GGSN direction; while when the UE is in active mode and connected via a different cell from where the L-GW is located, the extension tunnel is used in both directions;

-
IP address handling (either IP address allocation and conveyance to P‑GW/GGSN, or alternatively reception of IP address from P‑GW/GGSN and NATing);

-
minimal state maintenance for mapping of traffic onto tunnels (from external PDN onto extension tunnel);

-
coordination with (e)NB on usage of local breakout (trigger (e)NB for local traffic handling);

-
decision function on usage of local breakout for uplink traffic (optionally it can be part of the (e)NB);

-
decision function on routing for downlink traffic (directly to (e)NB versus via extension tunnel);
-
traffic monitoring and reporting function (optional): required only as a means to limit the principally assumed flat rate charging.

The basic L-GW functionality is radio and core network technology agnostic, and thus allows that the same L-GW function to be adopted for both 3G and LTE radio cells as well as to GPRS and EPS core networks.
As visible from this list, the L-GW is not a PDN GW or GGSN shifted to eNB/E-UTRAN, but encompasses only minimal functionality.
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Figure 5.7.2.1: Proposed extension of non-roaming architecture for 3GPP accesses for SIPTO and LIPA

NOTE:
As the extension tunnel between the L-GW and P-GW/GGSN is terminated within the Home (e)NB, the security measures already defined for Home (e)NBs (i.e. IPsec on Iuh) apply.
P​GW and/or GGSN functionality is enhanced by:

-
establishment of extension tunnel (upon PDN connection or PDP context establishment for APNs matching the criteria for local traffic),
-
traffic forwarding through extension tunnel and to/from S5/S8 or Gn tunnel,
-
IP address handling (either obtain of IP address from L-GW, or alternatively conveyance to L-GW).
Enhancements of (e)NB are the following:
-
provision of UE's access state for the cell(s) served by the (e)NB to the L-GW, and

-
(optionally) the decision function on usage of local breakout for uplink traffic (based on APN).
The established 3GPP architectures (GPRS, EPS) and signaling procedures are re-used to the maximum extent possible. Specifically, the paging and mobility signaling procedures are used unchanged.
The enhanced EPS architecture also enables mobility management between 3GPP and non-3GPP accesses: since the PDN GW is always in the path when the UE leaves the eNB, the mobility support function of handover towards non-3GPP accesses can be handled by the PDN GW as usual. Such functionality does not need to be provided as part of the L-GW (or within the eNB).

Regarding charging and policy-control, it is handled by the P‑GW in EPS and GGSN in GPRS as usual for non-SIPTO traffic, and for SIPTO/LIPA traffic if the UE moves away from the eNB with the anchoring L-GW. This is inline with the needs for differentiated charging/policing.

Dynamic control for LIPA/SIPTO handling in the PDN-GW is possible (it is switched on only after the extension tunnel is set up).

The architecture solves the configuration problem associated with the masses of (home)(e)NBs in a similar manner as S1-flex.

5.7.3
Open issues

-
If a common APN is used for SIPTO traffic and non-SIPTO traffic, the technical limitations of NAT apply;


-

-
How the (Home) (e)NodeB maps the downlink packets received from the L-GW on the appropriate radio bearers;

-

5.7.4
Establishment of PDN connectivity subject to LIPA or SIPTO
The signaling flow for selection of the PDN GW, L-GW, IP address allocation and establishment of the extension tunnel is shown in figure 5.7.4.1 for the EPC case. It re-uses the procedure for UE requested PDN connectivity (as specified in subclause 5.10.2 of 3GPP TS 23.401). Enhancements are necessary for the signaling of the request for "local" connectivity (by a special APN) and (local) IP address allocation.

IP address allocation is done differently for the cases of a common APN/PDN connection and separate APNs/ PDN connections:
-
Case A (separate APN case): the UE is assigned a IP address by the L-GW;

-
Case B (common APN case): the UE is assigned an IP address from the operator's IP address space, which is translated in the L-GW by means of NAT; in this way the UE is unaware of the offloading, and is not involved with IP address handling if it changes the L-GW.
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Figure 5.7.4.1: Information flow for establishment of PDN connectivity subject to LIPA/SIPTO with extension tunnel

In detail, the steps are:

1.
the UE  sends a PDN Connectivity Request message to the MME, conveying a special APN (e.g. "home" for LIPA or "internet" for SIPTO).

2.
The MME checks in subscription data if "home" or "internet" access is allowed and configured. In case of "home" access the address of the L-GW is directly stored with subscription data; in case of "internet" access the address is derived from the eNB address by MME. The MME selects a PDN GW, based on the PDN GW selection procedure defined in clause 4.3.8.1 in TS 23.401 [6]; additionally, the location of L-GW may optionally be considered in order to minimize the length of extension tunnels through the network.

3.
Signaling for session establishment is performed towards Serving GW and PDN GW, conveying the L-GW address or identity. If only the L-GW identity was provided in the previous step, the PDN GW has to resolve it to an IP address.

-
Case A (separate APN case), IP address allocation by L-GW:
4a.
PDN GW requests establishment of the extension tunnel

NOTE:
the description here remains generic, as long as no decision on a particular user and control plane protocol has been taken; examples of protocols serving this purpose are GTP and PMIP.

5a.
The L-GW allocates IP address information (IPv4 or IPv6 prefix or both), which is local to the L-GW and co-located (Home)eNB.

6a.
Signaling for extension tunnel establishment is completed, and the IP address information is conveyed to PDN GW.

7a.
The PDN GW uses this information to send it to the UE in the subsequent steps and uses it in the mapping of extension and S5/S8 tunnels.

-
Case B (common APN case), IP address allocation by PDN GW:
4b.
PDN GW allocates IP address information (IPv4 address or IPv6 prefix or both).
5b.
PDN GW requests establishment of the extension tunnel from L-GW and conveys the IP address information in this signaling message.

6b.
The L-GW uses IP address information for configuring NAT.

7b.
Signaling for extension tunnel establishment is completed.

8.
Response signaling for session establishment is performed from PDN GW towards Serving GW and MME.

9.
The remaining steps of a UE requested PDN connectivity procedure are executed as usual.

10.
At this point uplink and downlink data may be transferred between a PDN and the UE:

10a.
via L-GW and this (Home)eNodeB directly, if the UE is connected via the (Home)eNodeB supporting the LIPA/SIPTO.

10b.
through the extension tunnel, via PDN GW, Serving GW and any other (Home)eNodeB, if the UE is not connected via the (Home)eNodeB supporting LIPA/SIPTO.
Next change

5.7.x
Tear down of extension tunnel(s)

PDN connectivity subject to LIPA or SIPTO is torn down in conjunction with (UE or MME requested) PDN disconnection, where the PDN connection corresponds to the APN supporting LIPA/SIPTO. The procedure for the case that IP address was allocated by the L-GW (i.e. use of separate APNs) is derived from subclause  5.10.3 of 3GPP TS 23.401 [6] and  given in figure 5.7.x.1.
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Figure 5.7.x.1: Information flow for tear down of extension tunnel (corresponding to tear down of PDN connectivity subject to LIPA/SIPTO)
1. the initial part of message exchange between UE, MME, Serving GW and PDN GW is executed (if triggered by UE: PDN disconnection request; Delete Session requests);
2. signaling request for tear down between PDN GW and L-GW (the IP address identifies the indicidual extension tunnel to be torn down);

3. the local IP address is de-allocated by the L-GW; 

4. a response signaling message is sent back from L-GW to the PDN GW, carrying the same extension tunnel identification as in step 2.

5. The PDN GW can now remove its information for tunnel mapping.
The description for the case when the IP address was allocated by the PDN GW is derived easily from this one by changing step 3 to “de-configuration of NAT” and step 5 to “IP address de-allocation”.
5.7.y
Principles for separate and combined APNs, and simultaneous use of LIPA and SIPTO for the same UE
The differentiation of LIPA traffic from other traffic is possible most simply by using a dedicated APN for it. In subclause 5.7.4 this is denoted as “case A”, and it is assumed that such an APN contains an indication/prefix like e.g. “home” or similar. This would be perfectly understandable for the user, and he/she is anyway aware of its handling. 
The same concept can be used for SIPTO, but the handling of SIPTO traffic should preferably be transparent for the user. So the APN name, as it appears to the user, need not indicate anything on the SIPTO property. Still, the network (MME) may derive it from characteristic, well known APN names and, if SIPTO applies, handle the underlying connectivity correspondingly (e.g. separately from LIPA traffic and all other traffic).
In this way both cases are covered by the procedure described in subclause 5.7.4, and it can be applied repeatedly, establishing separate connectivities (i.e. different local IP addresses and extension tunnels are configured for LIPA and SIPTO traffic).
E.g. for the GPRS case, restrictions to one PDP context/APN may exist for a UE. Another reason for using a common APN for different types of traffic could be to avoid efforts with APN name space/configuration. Even then the operator may want to enable LIPA and SIPTO. In this case the network  has to separate and route the traffic accordingly, by means of finer granular than APN (on IP flow basis). As a general principle, the procedure of subclause 5.7.4 is to be applied and thus the extension tunnel to be configured. But its usage is determined by additional routing policies which have to be provided in the network , i.e. at (Home)NB/(Home)eNB/L-GW.
As a conclusion, in all cases the architectural principles of this solution, i.e. the extension tunnel mechanism, can be applied without restriction to simultaneous use of LIPA and SIPTO for the same UE.
Table 5.7.y.1 compiles the possible cases with respect to separation/combination of traffic by APNs.

Table 5.7.y.1: separation/combination of traffic by APNs

	Case
	Example(s) of APNname(s)
	Comment

	Common (overall) APN
	no special, i.e. default APN name(s)
	The UE is aware of only a single/common APN for all traffic (LIPA, SIPTO and other).

The NW needs to identify and route individual flows – subject to LIPA and/or SIPTO – accordinglgy.

	Separate APN for LIPA traffic
 common APN for all other traffic (includes SIPTO and non-SIPTO traffic)
	Home Traffic: “home”

Internet Traffic: “internet”
	The UE is aware of a dedicated APN for the access to the home network. UE/users is only aware of one APN for Internet traffic – independent of whether offload is used or not. 

The NW needs to identify and offload  individual IP flows subject to SIPTO  – transparent for the UE/user.

	Separate APN for LIPA traffic
Separate APN for SIPTO
Separate APN(s) for all other traffic
	Home Traffic: “home”; 

Offload Internet Traffic: “Internet-local”

Normal Internet Traffic: “Internet”
	The UE is aware of a dedicated APN for access to the home network.
UE is aware of separate APNs for SIPTO and for all other traffic.

UE needs to identify and accordingly route IP flows subject to SIPTO.
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9. Steps 7 to 16 of figure 5.10.2-1 in TS 23.401







6b. NAT configuration
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2. Tunnel tear down request (IP address)
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6. Steps 4 to 12 of figure 5.10.3-1 in TS 23.401







1. Steps 1 to 3 of figure 5.10.3-1 in TS 23.401
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9. Steps 7 to 16 of figure 5.10.2-1 in TS 23.401







6b. NAT configuration
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