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Abstract of the contribution: 
This P-CR to 23.829 considers the importance of service continuity for traffic offloading and how to employ dynamic IP routing policy to achieve SIPTO.
1. Introduction
All the SIPTO solutions that are considered as alternatives at the moment in TR 23.829 investigate the problem of offloading the traffic from the operators’ core network in the “3GPP layer.” Nevertheless, in order for SIPTO to achieve its primary goal and objective which is to ease the burden from the transport links that connect the cell-sites or H(e)NB to the operator packet core, more detailed investigation is needed with regards to the effect of the different solutions on the transport network layer (TNL) in the operator’s IP backbone. 

2. Dynamic SIPTO Activation and its Implications 

A key question, especially for SIPTO, is when and how breakout is activated. 
It is possible that the activation will always be static, meaning that for the duration of the PDN Connection, SIPTO will always be employed or not employed. Static activation implies that breakout occurs as the result of initial attachment or UE initiated additional PDN connections. In this respect it is excluded the scenario to activate SIPTO for operational reasons (e.g. dynamic load on backhaul links exceeding a threshold) for existing PDN connections. Further, static activation excludes support for IP address preservation for transitions into or out of a region of radio access for which SIPTO is employed. Static activation precludes a PDN connection entering into or leaving “SIPTO activated state” dynamically. The consequence of this latter constraint would be

· A ‘mobile’ UE employing a SIPTO connection would lose session continuity upon leaving the SIPTO supported region of access.

· A ‘mobile’ UE employing a non-SIPTO connection would have to create a new PDN connection to activate SIPTO upon entering a SIPTO-supported region of access. This would amount to a discontinuity of service for the upper layers, at least for legacy UEs.
If SIPTO activation can occur dynamically, it is possible for the current conditions of the network to be considered (e.g. heavy load in backhaul links) for existing connections. Further, it is possible to support session continuity for UEs entering or leaving an access node providing SIPTO routing. Session continuity  mechanisms could take one of three forms:

· Host-based (e.g. using mobile IP), provided the UE becomes aware of the activation of SIPTO

· Network-based (e.g. transition from one PDN GW to another, with or without UE involvement)

· based on the TNL of the operator’s IP backbone (discussed in this paper)

We see the value in session continuity and consider the implications of dynamic SIPTO activation. Existing UEs could not support host based mobility in and out of SIPTO-supported regions of access as the current architecture couples the home agent and the PDN GW. Network-based dynamic SIPTO activation considered with mobility would imply PDN GW mobility, currently excluded in the architecture. Further, any solution requiring a UE to initiate such a transition (e.g. creating a new PDN connection upon moving between certain access nodes) would exclude support by existing UEs. A third possibility exists that could function transparently to the UE would involve manipulation of the TNL of the operator’s IP backbone beyond the EPC.
This document assesses foreseen impacts and deployment considerations of SIPTO solutions on the TNL of the operator’s IP backbone and exchange between collaborating networks to derive requirements that enable efficient routing to effectively offload the traffic.

3. Support of SIPTO by means of Routing Mechanisms

Two distinct strategies for support of SIPTO by means of IP routing are considered.

3.1 SIPTO as IP TNL Routing

The network topologies at any network operator’s core, what is commonly referred to as IP backbone TNL (Transport Network Layer) in 3GPP parlance, are designed to provide substantial path diversity between backbone nodes in the provider’s points of presence (POPs). Within the POPs backbone, nodes are connected by public and/or private peering (with other ISPs), provider data centers (for high volume traffic), and large (sophisticated) corporate customers. Determination of routing between these networks at peering points is normally controlled by external BGP (E-BGP) route admission policy. The BGP peering between service providers is called external and the BGP peering within a provider’s network is called internal. Within the provider’s core, internal BGP has rigid requirements for exchanging routing information amongst its peers. Internal BGP routers must peer with each other normally in a complete mesh (the details are beyond the scope of this paper). Within the core provider’s network, the shortest paths are determined with either OSPF or IS-IS depending on the network topology and in addition MPLS might be used in practical deployments.
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Figure 1: Typical operator’s core Transport Network topology
Currently a UE accesses a PDN by means of the core network, via the PDN GW and the SGi interface. The SIPTO work item considers cases where the UE will access the PDN by means of an eNB, or H(e)NB combined with certain functionality (e.g. L-GW, NAT etc) performs 'local IP access' at the “cell-site” or “H(e)NB” level. Given the fact that in real deployments quite a lot of the cell-sites’ backhaul links are provided by 3rd party ISPs, or in general the backhaul access network consists a different AS than the operators IP core, the SIPTO is effectively translated to establishing routing between the cell-sites and the peering points of this AS entity to the Internet. For example, if an ISP is providing the cell-site backhaul connectivity this effectively means that in order for the traffic to be effectively offloaded from the cell-site to the Internet using SIPTO, there should be routing tables that allow connectivity between the cell-site POP and the Internet peering point for this ISP for outbound traffic. 

On the other hand, when SIPTO occurs, the routing policy inside the operator’s IP backbone TNL has to be modified in order to accommodate the change of POP, to determine where to route the incoming traffic when SIPTO is activated. For example, as shown in Figure 1 the routeing tables and e.g. MPLS switching paths have to be modified when SIPTO is activated, in order to enable traffic offload. 

SIPTO needs to take into account the routing in “lower than 3GPP” layers and intrinsic to the concept of 3GPP bearers in order to effectively offload IP traffic and ease the burden in the transport links that are strained in real networks.

3.2 SIPTO as Peer- or Customer-Network Routing

Routing policies and paths may be potentially shared between the ISPs offering the backhaul connectivity and the operators IP backbone TNL. Figure 2, below, depicts this scenario. Traffic from the operator network to the target network (e.g. Internet or Enterprise) may either be routed by SGi (PGW) or SGi (SIPTO node). The determination of whether to route from one egress point or the other depends on the established routing policy. As discussed in previous sections this routing policy could be dynamic and reflect variant conditions such as load.
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Figure 2: SIPTO as IP Routing

This strategy applies to scenarios where the Home (e)NodeB system or macro eNodeB system is connected to a different operator with whom the mobile operator will exchange routing policy information. This use of IP routing provides robust, dynamic and optimal routing behaviour. As discussed in section 3, below, some IP address allocation assumptions are involved to provide proper routing characteristics.

4. Egress IP address

Another consideration that is derived from looking at the IP backbone TNL impacts, is derived from use of NAT that is normally employed “beyond the SGi” and allocates a public IP address to the UE in order to communicate with Internet hosts. When SIPTO is employed, this IP address can potentially change hence when the egress point of traffic moves from the operators AS to the backhaul ISP AS. 
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Figure 3: IP egress traffic topology with and without SIPTO
If this happens then the session continuity with the remote hosts in the Internet cannot be maintained. Hence it is preferable that the IP address allocated for SIPTO connections is such that they will remain topologically valid irrespective of whether SIPTO is enabled or disabled, so to maintain service continuity.

5. Conclusion 
It is proposed to capture the following principles in TR 23.829 sections 4.2.5 and 4.3
* * * First Change * * * *
4.2.5
Operator control for SIPTO

-

 SIPTO shall be possible to be employed dynamically on existing PDN connections of the UE so that routing policies can be changed for existing PDN connections, to determine whether to offload or not to offload the traffic using SIPTO
* * * Next Change * * * *
4.3
Architectural requirements
The solutions for local IP access and selected IP traffic offload for Home (e)NodeB Subsystem  shall fulfil the service requirements described in TS 22.220 [3].
The solutions for selected IP traffic offload for the macro network shall fulfil the service requirements described in TS 22.101 [2].

The solutions for Selected IP Traffic Offload for macro (3G and LTE) shall fulfil the following architectural requirements:

· It shall be possible to perform traffic offload without user interaction.
· For UTRAN, the traffic offload shall be performed on or above the RNC node.

· The impact on the existing network entities and procedures by introducing traffic offload shall be minimized.
The H(e)NBs supporting LIPA shall be able to provide Intranet type access to the home based network.

NOTE:
If the home based network provides a route to other private networks or to the public internet, then these networks may be accessible via LIPA.
It shall be possible for solutions to Selected IP Traffic Offload (SIPTO) to perform traffic offload from the transport links that connect the H(e)NB/eNB/NodeB to the operator’s IP backbone Transport Network Layer (TNL). 

Further, it shall be possible to perform traffic offload by establishing appropriate routing policies inside the operator’s IP backbone and also within the backhaul IP network that connects the H(e)NodeB/(e)NodeB to the operator’s IP backbone Transport Network Layer (TNL). Optimal routing can be achieved between a mobile operator and cooperating peer network, if they exchange routing information
For active UE’s, mechanisms to optimize the routing of the EPS/UMTS traffic used for SIPTO traffic, should allow the user plane to be offloaded from the backhaul ISP to the target PDN by means of peering-based IP routing when SIPTO occurs, where such peering exists.
It shall be possible for solutions to Selected IP Traffic Offload (SIPTO) to route the traffic to external PDNs from egress public IP addresses that will not change when SIPTO is employed or not, if such an address can be obtained. 

* * * End of Changes * * * *
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