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Abstract of the contribution:

In the previous meeting (3GPP SA2#76),it is agreed that UEs should be able to re-establish new PDN connections subject to SIPTO during idle-mode mobility when it becomes beneficial to re-select another Local GW. The selection of the local GW is mainly based on its geographical proximity relative to the UE. In this contribution, we discuss that load balancing should be also considered in Local GW selection.
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Figure 1, Load rebalancing in the context of SIPTO

The figure shown above illustrates  scenario where geographically nearby P/S-GWs are used for SIPTO. In the figure
on the left side, without taking into account load balancing, UEs connectingto a particular access point may all be
registered with the P/S-GW that s geographically nearest. With such naive selection of P/S-GWs, the number of PDN
connections/bearers to a particular P/S-GW may exceed the maximum number it supports or the amount of data traffic
stemming from these UEs may exceed the capacity of this local P/S-GW (e.g., P/S-GW?2 in the figure). This will lead to
excessive queuing delays and packet drops at the selected P/S-GW. To avoid such cases, there is need to also consider
load in the selection of P/S-GWs, as shown in the right side of the figure

Note: Overload situations at local P/S-GWs, deployed close to eNBs for SIPTO traffic handling, are especially a likely
- case for the following reasons:

1. Inorderto reduce the overall cost of ownership of many such local P/S-GWs, it is desirable to avoid “over
dimensioning” of those GWs —i.e. overload situations become inevitable.

Such local P/S-GWs cover only a small seocranhical area_which imnlies that it is difficult fo take advantase of
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Figure 1. Load rebalancing in the context of SIPTO

The figure shown above illustrates a scenario where geographically nearby P/S-GWs are used for SIPTO. In the figure on the left side, without taking into account load balancing, UEs connecting to a particular access point may all be registered with the P/S-GW that is geographically nearest. With such naïve selection of P/S-GWs, the number of PDN connections/bearers to a particular P/S-GW may exceed the maximum number it supports or the amount of data traffic stemming from these UEs may exceed the capacity of this local P/S-GW (e.g., P/S-GW2 in the figure). This will lead to excessive queuing delays and packet drops at the selected P/S-GW. To avoid such cases, there is need to also consider load in the selection of P/S-GWs, as shown in the right side of the figure. 

Note: Overload situations at local P/S-GWs, deployed close to eNBs for SIPTO traffic handling, are especially a likely case for the following reasons:

1. In order to reduce the overall cost of ownership of many such local P/S-GWs, it is desirable to avoid “over dimensioning” of those GWs – i.e. overload situations become inevitable.

2. Such local P/S-GWs cover only a small geographical area, which implies that it is difficult to take advantage of statistical multiplexing gains. 
The support of automatic load balancing mechanisms is thus especially desirable in the context of SIPTO based on local GW selection.

Conclusion 1:  
In addition to geographical proximity, load balancing aspects should be also taken into account in the local GW selection.
Who should do the local GW selection?

Option 1: Based on DNS


This implies that the DNS would need to be provisioned with up-to-date load information of the various GWs. Such information would need to be exchanged out-of-band as there are no regular information exchanges between the GWs and the DNS.

Option 2: By MME


The MME is currently the entity that makes the final GW selection based on various information. For example, the MME can select a SGW that is able to serve the UE longest based on mobility or subscriber information – without a SGW relocation. In this selection process, the MME could also take into account the most appropriate GW based on GW load information, which can be exchanged as part of the frequent signaling messages between the MME and the S/P-GW. For example, whenever the MME initiates a Create Session Request or Modify Bearer Request, a GW that is highly loaded could simply piggyback its current load level in the response message. The MME can then take the load situation of this GW into account in the future selection process.

Conclusion 2:  
The MME can best select an adequate local GW (based on load information of the potential GWs) in order to avoid unnecessary overload of a GW.

Conclusion 3: Information on loads can be exchanged / piggybacked using the S11/S5 interfaces (e.g., create session response, modify bearer response). 


Proposal

We propose to capture the above conclusions in TR 23.829 as sketched below.

Start of 1st Change

5
Architecture solutions

5.1
Architectural principles
The following architectural principles apply to all Local IP access and Selected IP traffic offload solutions for the Home (e)NodeB Subsystem:

-
For  traffic going through the mobile operator's Core Network, the SGW/SGSN User Plane functions are located within the Mobile Operator's Core Network;

-
Mobility management signalling between the UE and the network is handled in the Mobile Operator's Core Network;

-
Session management signalling (bearer setup, etc.) for LIPA, SIPTO traffic and traffic going through the mobile operator's Core Network terminates in the Mobile Operator's Core Network;

-
Reselection of a UE's offload point for SIPTO traffic that is geographically/topologically close to the user shall be possible during idle mode mobility procedures. Load balancing should be also taken into account in the local GW selection.
Editor's Note: Mobility to non-3GPP accesses should be considered.

Start of 2nd  Change

5.6
Solution 5 – Selected IP Traffic Offload solution based on local PDN GW selection

5.6.1
Applicability

This solution supports the following scenarios:

-
Selected IP traffic offload for macro network

-
Selected IP traffic offload for home (e)NodeB subsystem

5.6.2
Architectural principles

Common principles applying to both GPRS and EPS:

-
The GW selection mechanism in the MME/SGSN takes into account the location of the user for the PDN connection/PDP context activation, and selects a GW that is geographically/topologically close. As described in section 6.1, this solution proposes to use a DNS based mechanism to perform GW selection: either the Rel-8 DNS based mechanism or the DNS based alternative for 3G GPRS provided in section 6.1.
-
To avoid overload situations of GWs, load information should be taken into account in the Local GW selection. The MME can be responsible for the Local GW selection. 
-
Selected IP traffic is offloaded at the local gateway using external IP connectivity.
5.6.3
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

-
Whether existing GW selection mechanisms need to be improved for selected IP traffic offload for the case that the GW is co-located with HeNB or HNB.
Start of 3rd Change

6
Evaluation

Editor's Note: This section is to discuss and evaluate the architecture solutions and key architectural aspects common to different solutions.
6.1
Evaluation of GW Selection mechanism

6.1.1
General

There are so far two main approaches for GW selection, they are described further. These approaches may be applied to multiple of Architecture alternatives described in section 5.

NOTE:
Additional selection mechanisms may be included as work progresses. Applicability for the GW selection mechanism may vary depending on the architecture solution and thus need to be evaluated accordingly.

The GW selection mechanism described here does not apply to TOF based option described in section 5.5.

GW@ suggested by RAN node: This approach is applicable to select either a GW above the RAN node based on the UE's current location, or a GW co-located with the RAN node. The advantage is that it is a simple concept that can cover both usage scenarios with the same solution. The main disadvantages are that this would present a deviation from current (Release 8) DNS based GW selection which might present an operational burden, and would require additional RAN node configuration that also limits its applicability to the cases only when the RAN node is upgraded/new.

DNS based selection: This approach is applicable for selecting a GW above the RAN node based on the UE's current location, or selecting a GW co-located with the RAN node. The advantage is that DNS based selection is aligned with current system behaviour and this approach is compatible with existing S1/Iu/Iuh specifications and hence it can co-exist even with legacy nodes. The DNS system is also very flexible for future enhancements should new requirements emerge.
MME based selection: In addition to geographical proximity, when load balancing is also to be taken into account in the local GW selection, MME can carry out the local GW selection based on load information of local GWs. Information on local GW loads can be sent by local GWs via existing signalling messages (i.e., using S11/S5 interface). For example, whenever the MME initiates a Create Session Request or Modify Bearer Request, a GW that is highly loaded could simply piggyback its current load level in the response message. The MME can then take the load situation of this GW into account in the future selection process. 

6.1.2
Scenario 1: GW close to the UE's point of attachment

In this SIPTO for Macro Access networks scenario, the MME/SGSN selects a GW that is geographically (and topologically) close to the UE's point of attachment to the network. This means that the GW selection takes into account the UE's current location.

Base Solution : Release-8 DNS

The DNS based GW selection procedures as defined in TS 29.303 [8] for Release 8 already cater for TAC/RAC based GW selection. If the TAI/RAI granularity is seen as sufficient to base the GW selection on, and then there is no need to extend the selection to an even finer granularity (i.e., cell level) in case the GW is above the RAN node. Hence, Release 8 DNS mechanisms already specified can be used to perform location based GW selection. If a finer granularity is needed, an extension of the mechanism is needed.

There is still a use case though which requires special attention: the case of 3G access when EPC is not yet deployed by the operator. In that case, too, the release 8 DNS mechanisms are applicable. Nevertheless we also look at the case when the release 8 DNS procedures are not deployed. Without using the release 8 DNS mechanisms, there is no way currently to base the selection on the RAC.
Solution 1.A: GW@ suggested by RAN node

As proposed in section 5.4 (Solution 3 – GGSN allocation to offload point), the RAN node (i.e., RNC or HNB or HNB GW) may suggest a GW address to the SGSN based on some local configuration. The SGSN can then select that address for SIPTO instead of using the regular DNS based GW selection mechanism.  The same mechanisms can be applied towards E-UTRAN/EPC,

NOTE:
applicability of this mechanism for E-UTRAN/Home eNB subsystem has not been described in the TR yet.
Advantages:

-
Simple mechanism in concept.

Disadvantages:

-
Extra parameter impacts on Iu/S1;

-
Requires an RNC/eNB update;

-
Deviation from existing DNS based GW selection scheme, which may pose an additional operational burden for the operator.

Solution 1.B: DNS based selection
With this solution, the SGSN prepends some location based information (e.g., the RAC or the RNC id) to the APN before making the DNS query for the GGSN selection. This would give a solution to make the GGSN selection RAC location dependent similar as for the release 8 DNS scheme, although the format of the DNS string would differ from the Release 8 scheme. The DNS system is configured with the proper mapping of the RAC location information to the GWs where applicable, as desired by the operator. Based on this configuration, the DNS system provides a GW address to the SGSN taking the RAC location information into account. The same mechanisms are applied towards E-UTRAN/EPC.

Advantages:

-
Simplified operation/management as DNS remains the single system for managing GW selection information;

-
Similar GW selection handling in SGSN/MME for both SIPTO and for regular connections;

-
No impact on Iu/Iuh, hence the solution is compatible with legacy RANs;

-
This feature is forward compatible with the enhanced DNS selection mechanisms defined for release 8 and thereby simplifies future migration for the operator.
Disadvantages:

-
If small RNCs are being used (e.g. RNC functionality integrated in the NB site) then RAC granularity might be insufficient. In this case SAI might need to be added to the DNS enquiry.

6.1.3
Scenario 2: GW co-located with HeNB or HNB

Applicability of the GW Selection using DNS for Home (e)NB Subsystem and the evaluation/comparison with GW selection using GW@ from RAN Home eNB Subsystem is FFS.
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