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This document provides further details and address some of the open issues on the LIPA solution for H(e)NBs using a local PDN connection defined in Solution 1 of TR 23.829.
1. 
Introduction

This contribution proposes to address some of the outstanding open issues for the LIPA solution for H(e)NBs using a local PDN connection for the architecture described  in variant 1 of solution 1 defined in section 5.2.3.1 of TR 23.829.
The following common open issues applying to both UMTS and EPS are listed in section 5.2.4 of TR 23.829:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;
-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB);

-
It is FFS how it is indicated to the UE/user that the PDN connection for LIPA traffic can be initiated (e.g. whether and how the UE/user knows if LIPA is supported in a cell);

-
It is FFS how the offload PDN connection for SIPTO is established and how it relates to the non-offload PDN connection;

-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how.
In addition the following open issues applying to UMTS only are listed in TR 23.829: 
-
Location of LIPA and SIPTO session management is FFS.
Finally, the following open issues applying to EPS (LTE and S4-based UMTS) only are listed in TR 23.829:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);
-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.
2. 
Open issues applying to UMTS only
2.1 
Location of LIPA and SIPTO session management
While the location of LIPA and SIPTO session management is listed as an open issue, the following principle is also listed in 5.2.2.1 of TR 23.829 applying to both UMTS and EPS:

-
Session management signalling (Bearer setup, etc.) terminates in the core network;
Therefore LIPA and SIPTO session management is in the core network and this open issue should have been removed previously based on the above agreed principle.
Conclusion 1: LIPA and SIPTO session management signalling terminates in the core network.
3. 
Open issues applying to EPS only
The following open issues related EPS are listed in section 5.2.4 of TR 23.829:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);
-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.
NOTE:
These open issues are dependent on whether support for mobility between H(e)NB in the enterprise scenario is required and are discussed in other contributions.
4. 
Open issues applying to UMTS and EPS

4.1 
Legal Intercept (LI) functionality
The following open issues related to LI functionality are listed in section 5.2.4 of TR 23.829:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
The same issue is already captured as a key issue in section 4.2.1 as well. It is therefore apparent that this issue is not a specific issue to solution 1 and rather is a general problem of how to support LI when providing LIPA and SIPTO from the H(e)NB Subsystem where the traffic break out point is below the H(e)NB GW, i.e., how to support LI without having the LIPA and SIPTO traffic go through the CN. 
There have been two basic alternatives proposed thus far:
1.
LIPA and SIPTO at the H(e)NB are enabled/disabled based on local regulations, i.e., no LI functionality is provided by the H(e)NB and whether LIPA and SIPTO are possible at the H(e)NB is a function of the local LI regulatory requirements where the H(e)NB is deployed. 
2.
LI is performed with the assistance of the backhaul provider, for example, by providing the IP address assigned to the LIPA or SIPTO PDN connection.

Support of both LI alternatives is largely independent of the LIPA or SIPTO solution proposed as long as the breakout point is before the traffic reaches the CN.

Conclusion 3: The LI functionality required in the H(e)NB is based on whethere the traffic passes through a CN node and is independent of the solutions proposed for how the LIPA or SIPTO traffic is supported.
4.2 
Whether mobility is supported for LIPA and/or SIPTO traffic
From Figure 1 and as discussed in section 5.2.3.1 of TR 23.829, there is a non-optimised data path (L-GW – SGW – HeNB or L-GW – SGW – HNBGW - HNB) in addition to the optimised path, which can be used to support mobility to another H(e)NB from the same home/corporate network or to a macro cell.
Once the PDN connection/PDP context for LIPA and/or SIPTO is established, what needs to be understood is how to manage the PDP context/PDN connection as the UE moves around and transitions between idle and connected states.

In order to disallow mobility, the SGSN/MME can reuse the existing PDN connection deactivation procedures defined in TS 23.401 and the PDP context deactivation procedures defined in TS 23.060. For example, an operator may wish to deactivate the LIPA and SIPTO PDN connection based on a variety of conditions such as the following:
-
L-GW detects that an inactivity timer has expired on the PDN connection when the UE has moved away from the L-PGW. 

-
The MME/SGSN detects that the UE moves out of a footprint defined for the L-GW supporting the LIPA/SIPTO traffic in connected mode. 
- 
The MME/SGSN detects that the UE moves out of a footprint defined for the L-GW supporting the LIPA/SIPTO traffic in idle mode. 

Conclusion 4: For LIPA, if UE moves out of H(e)NB area, the L-GW and/or the SGSN/MME may use a variety of conditions to deactivate the SIPTO PDN connection based on the UE mobility, which are left up to implementation.
NOTE:
Support for mobility between H(e)NB in the enterprise scenario is discussed in other contributions.
4.3 
Whether QoS for LIPA and/or SIPTO traffic is based on static policies
When thinking of QoS in the context of LIPA and/or SIPTO traffic, three possible choices exist for QoS namely:

-
No QoS support for LIPA and/or SIPTO traffic.

-
QoS support for LIPA and/or SIPTO traffic with authorization managed in the L-GW function of the H(e)NB system based on static QoS policy, i.e., local QoS policy is used to manage the establishment of dedicated bearers or secondary PDP contexts so that no additional interfaces to the core network are needed to manage QoS.

- 
QoS support for LIPA and/or SIPTO traffic with authorization managed dynamically in the core network using PCC. This requires an interface between the PCRF and each H(e)NB system. 

Since no QoS for LIPA and/or SIPTO traffic seems unacceptable for enabling some services, and dynamic PCC may pose a substantial burden on the core network and complexity in the H(e)NB system, local QoS policy may be initially used to manage the establishment of PDP context while dynamic PCC may be considered in future releases.

Conclusion 5: For LIPA and SIPTO in the H(e)NB case, use static policy in the L-PGW and L-GGSN functions to manage the establishment of QoS resources (i.e. dedicated bearers or secondary PDP contexts) in Rel-10. 
4.4 
How it is indicated to the UE/user that the PDN connection for LIPA traffic can be initiated

In order for the UE to initiate the PDN connection procedure for LIPA traffic, it needs to know whether LIPA is supported in a cell. 
As discussed in S2-096598, there are 3 different potential solutions to address this issue:

· A list of CSG IDs or cell IDs statically configured in the UE/USIM, e.g. based on provisioning. This method best suits the case for residential LIPA access but may not be well suited for a corporate network. It also does not work for the hybrid cells where the UE is not a member and open cells.
· Informing the UE via NAS, i.e., the MME includes an indication in the NAS message towards the UE when it establishes a connection whether LIPA is supported at this cell. The UE can decide whether to initiate a LIPA PDN connection based on this indication. For example, the MME may be informed of the cell’s capability to support LIPA when the UE establishes a connection in the initial UE message or the relocation request acknowledgement.
· Including the LIPA capability in RAN layer signalling. An indication of the LIPA support can be included in the SIB broadcasted by the RAN nodes or included in RRC signaling. 

Conclusion 6: Multiple solutions exist for determining how to indicate to the UE/user that the PDN connection for LIPA traffic can be initiated. The choice of the solution can be left as FFS until the architecture selection procedure has concluded. 

NOTE:
Further details can be found in S2-096598.
4.5 
How the offload PDN connection for SIPTO is established and how it relates to the non-offload PDN connection

For LTE, the PDN connectivity for the SIPTO traffic is established using the UE requested PDN connectivity procedures defined in TS 23.401 Section 5.10.2. The procedure is initiated by a PDN Connectivity Request sent by the UE to the MME, and the MME deciding if SIPTO is authorized for that APN.  If the MME decides to use SIPTO at the HeNB for that APN, the MME sends the Create Default Bearer Request to the L-GW in the H(e)NB system via the S-GW in the CN. The rest of the procedures are the same as those defined in TS 23.401 Section 5.10.2. 
For UMTS, the same principles apply reusing the procedures defined in TS 23.060 Section 9.2.2.1.
Conclusion 7: The existing procedures for PDP context/PDN connectivity activation can also be used to establish SIPTO. The SGSN/MME determines whether or not to use the L-GW to establish the SIPTO PDN for a requested APN when the PDP context/PDN connection is activated.
5. Conclusion

It is proposed capture the above analysis and to document these conclusions in the TR 23.829 
* * * First Change * * * *
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem

-
Selected IP traffic offload for HNB and HeNB Subsystem

5.2.2
Architectural principles
5.2.2.1
General principles
Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB; for SIPTO traffic for Macro Network, a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located on or above the RNC/eNB;

-
For traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;
-
LIPA PDN can be identified by a well-defined APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.) terminates in the core network;
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;
-
For  active UE's, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
(none)
5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.
5.2.2.2.1
LIPA
P-GW functions for the support of LIPA services
They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;

-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.
These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services
It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core Network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network.

MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;
-
Paging;
-
GW selection procedure for LIPA traffic.
Indicating to the UE/user that the PDN connection for LIPA traffic can be initiated

Multiple solutions exist for determining how to indicate to the UE/user that the PDN connection for LIPA traffic can be initiated. The choice of the solution can be left as FFS.
· A list of CSG IDs or cell IDs statically configured in the UE/USIM, e.g. based on provisioning. This method best suits the case for residential LIPA access but may not be well suited for a corporate network. It also does not work for the hybrid cells where the UE is not a member and open cells.
· Informing the UE via NAS, i.e., the MME includes an indication in the NAS message towards the UE when it establishes a connection whether LIPA is supported at this cell. The UE can decide whether to initiate a LIPA PDN connection based on this indication. For example, the MME may be informed of the cell’s capability to support LIPA when the UE establishes a connection in the initial UE message or the relocation request acknowledgement.
· Including the LIPA capability in RAN layer signalling. An indication of the LIPA support can be included in the SIB broadcasted by the RAN nodes or included in RRC signaling. 

5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.

These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services
Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.

HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.
5.2.2.2.3
SIPTO for macro network

P-GW functions for the support of SIPTO in macro network services
They are the same as LIPA case, plus:

-
per user charging and inter-operator accounting.

-
FFS: standard LI interfaces to LI Gateway to support LI for offload traffic.
For SIPTO traffic for macro network, a Local P-GW function or Local GGSN function for EPS and UMTS is located on or above the RNC and the eNodeB respectively.
Mobility-related functions are FFS.

5.2.3
Architecture variants

5.2.3.1
Architecture variant 1 for LIPA
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Figure 5.2.3.1.1: LIPA solution for HeNB using local PDN connection
The salient features of the architecture in Figure 5.2.3.1.1 are the following:

-
a Local PDN Gateway (L-GW) function is collocated with the HeNB;

-
the MME and SGW are located in the EPC;

-
a Security Gateway (SeGW) node is located at the edge of the operator's core network; its role (according to TS 33.320 [7]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

-
a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today;

-
for completeness also depicted is an external PDN Gateway (PGW) located in the operator's core network. It is used for access to the operator services;

-
Downlink packets triggering Paging of Idle mode UEs are forwarded on the non-optimised path (S5) and buffered in the SGW. The Paging procedure is the same as in TS 23.401 [6]; when UE enters Connected mode, the packets buffered in SGW are forwarded on S1-U;

NOTE 1:
alternatively, paging is triggered by a "dummy" packet sent across S5 and the downlink packets are buffered in the L-GW. It is FFS which of the two alternatives should be preferred.
-
with S5-GTP the S5 PGW TEID parameter is used as "optimal routing" information i.e. it is signalled across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc.;

-
with S5-PMIP the S5 PGW GRE parameter is used as "optimal routing" information;

-
S5 is tunnelled in the same IPsec tunnel as S1-MME and S1-U;

-
IKEv2 mechanisms are used to request one IP address each for the HeNB and the L-GW function. The assigned L-GW address is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.;

-
the supported protocol on S5 is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.

Depicted in Figure 5.2.3.1.2 is the equivalent LIPA architecture for HNB femto cells with S4-SGSN.
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Figure 5.2.3.1.2: The equivalent LIPA solution for HNB using local PDN connection
The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure 5.2.3.1.1:

-
HeNB and MME replaced by HNB and SGSN, respectively;

-
Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

-
S11 replaced by S4.

The candidate protocol messages for this architecture are the following:

-
The "Optimal Routing" information (S5 PGW TEID or S5 PGW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP);

-
On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

-
On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP).

NOTE 2:
due to the presence of the non-optimised path (L-GW – SGW – HeNB or L-GW – SGW – HNBGW - HNB) in parallel to the direct path, the architecture in Figure 5.2.3.1.1 and Figure 5.2.3.1.2 can support mobility to another H(e)NB from the same home/corporate network or to a macro cell. The MME/SGSN may need to prevent mobility. It is FFS whether support for these features is a service requirement. When handing over to another H(e)NB in the corporate case, it is FFS how to keep the LIPA traffic within the corporate network.
5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:



-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;



-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how.
Open issues applying to UMTS only:

-
None 
Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);
-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.
* * * End of Change * * * *
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