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Abstract of the contribution:

This contribution provides the details of architecture variant 1 and suggests approving some principles.
1. Introduction
Architecture variant 1 for LIPA is approved in SA2#76. But how to realize LIPA function based on this architecture is still not clearly now. This contribution analyzes several important issues to support this architecture and tries to get some conclusions. 
2. Discussion
Although the architecture variant 1 is mentioned for LIPA, it can be applied to the SIPTO scenario for H(e)NB as well. Some issues are analyzed in this section: LIPA establishment, Limited mobility, MME Capability Issue.
2.1 LIPA establishment
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Figure 2.1.1: Signalling flow for LIPA establishment
The signalling flow for LIPA establishment is shown in Figure 2.1.1. It is based on UE request PDN connectivity procedure (section 5.10.2 in TS 23.401). The details are as follows:
Step 1: The UE sends PDN connectivity Request to MME and uses a well defined APN in the message to indicate LIPA function is required.
Step 2: The MME use LIPA subscription of this UE and HeNB capability to decide whether the LIPA is allowed to be established. If it is allowed, the MME choose L-GW for LIPA PDN connectivity. The GW selection mechanism has been specified in section 6.1 of TR 23.829. Since the L-GW is collocated with HeNB, the HeNB can easily get to know the L-GW address. GW selection using GW @ by RAN is more suitable for this scenario. 
Step 3: The MME sends the Create Session Request message to the Serving GW with the LIPA indication and the L-GW address.
Step 4: The Serving GW creates a new entry in its EPS Bearer table and requests the L-GW to create LIPA session. This Create Session Request message carries the Serving GW Address and TEID for the user plane.
Step 5: Upon reception of the Create Session Request, the L-GW returns a Create Session Response message to the Serving GW. This message includes the L-GW TEID parameter which is used for both the direct path between L-GW and HeNB and the path between L-GW and S-GW.
Step 6: The Serving GW returns a Create Session Response message to the MME which includes the L-GW TEID parameter. The Create Session Response message will not carry the TEID of the Serving GW for the LIPA user plane.
Step 7: The MME sends an S1_MME control message Bearer Setup Request to the HeNB which carries the TEID of the L-GW used for direct path.
Step 8: The HeNB sends an S1-AP Bearer Setup Response message to the MME. The S1-AP message includes the TEID of the HeNB used for downlink traffic from the L-GW to the HeNB.
Step 9: The MME sends a Modify Bearer Request message to the Serving GW with the TEID of the HeNB.
Step 10: For the LIPA connection, the Serving GW sends a Modify Bearer Request message to the L-GW with the TEID of the HeNB.
Step 11: The L-GW acknowledges by sending Modify Bearer Response to the Serving GW.
Step 12: The Serving GW acknowledges by sending Modify Bearer Response to the MME.
Step 13: The LIPA traffic will be transferred between the HeNB and L-GW.
Conclusion 1: 
The L-GW TEID parameter are used as "optimal routing" information. It is signalled across S1-MME to the HeNB.
And the H(e)NB TEID parameter are transmitted to the L-GW via the MME and the Serving GW. It is used for the direct path between the L-GW and the HeNB.
During the LIPA connection establishment, both the direct tunnel between L-GW and HeNB and the tunnel between L-GW and S-GW are established.
2.2 Limited Mobility
Limited mobility needs to be supported in some LIPA and SIPTO scenarios, e.g. LIPA to residential/corporate local network for Home eNodeB Subsystem. When the UE moves out of the L-GW serving area, the core network should determine whether to release the LIPA/SIPTO PDN connection.
-  During the TAU procedure, if a new L-GW is selected by the target MME due to UE location change, the target MME will include a LIPA/SIPTO failure indication to the source MME in the Context Acknowledge message. According to the indication, the source MME will release the LIPA/SIPTO PDN connection if the LIPA/SIPTO failure indication is received.

-  During the HO procedure, if a new L-GW is selected by the target MME due to UE location change, the LIPA/SIPTO bearers will not be able to be established in target side. The target MME will include the failed LIPA/SIPTO bearers in Forward Relocation Response message, and the source MME will release LIPA/SIPTO PDN connection accordingly.
Conclusion 2: 

After movement of the UE, the target MME decides whether to release LIPA/SIPTO PDN connection according to the UE location. The target MME sends an LIPA/SIPTO PDN connection release indication to the source MME, and the source MME releases the LIPA/SIPTO PDN connection accordingly.
2.3 MME Capability Issue
On the other hand, the interaction with the MME which cannot support the LIPA/SIPTO connection (e.g. MME does not have the ability to select the appropriate L-GW for the LIPA/SIPTO connection) shall be taken into account. 

-  During the TAU procedure, if the target MME supports LIPA/SIPTO, the MME sends an LIPA/SIPTO support indication to the source MME. If the target MME doesn’t support LIPA/SIPTO, the source MME shall release the relative PDN connections.

-  During the HO procedure, the target MME may return connection establish failure if the LIPA/SIPTO PDN connection cannot be handled successfully. The source MME will release LIPA/SIPTO PDN connection accordingly.
Conclusion 3: 

The source MME shall release LIPA/SIPTO PDN connection if the target MME cannot support LIPA/SIPTO.

4. Proposal
The following changes are suggested to add in TR 23.829.
****************************************************Start of change****************************************************
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.3
Architecture variants

5.2.3.1
Architecture variant 1 for LIPA
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Figure 5.2.3.1.1: LIPA solution for HeNB using local PDN connection
The salient features of the architecture in Figure 5.2.3.1.1 are the following:

-
a Local PDN Gateway (L-GW) function is collocated with the HeNB;

-
the MME and SGW are located in the EPC;

-
a Security Gateway (SeGW) node is located at the edge of the operator's core network; its role (according to TS 33.320 [7]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

-
a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today;

-
for completeness also depicted is an external PDN Gateway (PGW) located in the operator's core network. It is used for access to the operator services;

-
Downlink packets triggering Paging of Idle mode UEs are forwarded on the non-optimised path (S5) and buffered in the SGW. The Paging procedure is the same as in TS 23.401 [6]; when UE enters Connected mode, the packets buffered in SGW are forwarded on S1-U;

NOTE 1:
alternatively, paging is triggered by a "dummy" packet sent across S5 and the downlink packets are buffered in the L-GW. It is FFS which of the two alternatives should be preferred.

-
with S5-GTP the S5 L-GW TEID parameter is used as "optimal routing" information i.e. it is signalled across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc.; And the HeNB TEID parameter are transmitted to the L-GW via the MME and the Serving GW which is also used as "optimal routing" information;
-
During the LIPA connection establishment, both the direct tunnel between L-GW and HeNB and the tunnel between L-GW and SGW are established;
-
with S5-PMIP the S5 PGW GRE parameter is used as "optimal routing" information;

-
S5 is tunnelled in the same IPsec tunnel as S1-MME and S1-U;

-
IKEv2 mechanisms are used to request one IP address each for the HeNB and the L-GW function. The assigned L-GW address is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.;

-
the supported protocol on S5 is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.
-
After movement of the UE, the target MME decides whether to release LIPA/SIPTO PDN connection according to the UE location. The target MME sends an LIPA/SIPTO PDN connection release indication to the source MME, and the source MME releases the LIPA/SIPTO PDN connection accordingly.

-
The source MME shall release LIPA/SIPTO PDN connection if the target MME cannot support LIPA/SIPTO.

Depicted in Figure 5.2.3.1.2 is the equivalent LIPA architecture for HNB femto cells with S4-SGSN.
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Figure 5.2.3.1.2: The equivalent LIPA solution for HNB using local PDN connection
The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure 5.2.3.1.1:

-
HeNB and MME replaced by HNB and SGSN, respectively;

-
Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

-
S11 replaced by S4.

The candidate protocol messages for this architecture are the following:

-
The "Optimal Routing" information (S5 L-GW TEID or S5 L-GW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP); And the HNB TEID parameter are transmitted to the L-GW via the SGSN and the Serving GW which is also used as "optimal routing" information.
-
During the LIPA connection establishment, both the direct tunnel between L-GW and HNB and the tunnel between L-GW and SGW are established;
-
On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

-
On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP).

NOTE 2:
due to the presence of the non-optimised path (L-GW – SGW – HeNB or L-GW – SGW – HNBGW - HNB) in parallel to the direct path, the architecture in Figure 5.2.3.1.1 and Figure 5.2.3.1.2 can support mobility to another H(e)NB from the same home/corporate network or to a macro cell. The MME/SGSN may need to prevent mobility. It is FFS whether support for these features is a service requirement. When handing over to another H(e)NB in the corporate case, it is FFS how to keep the LIPA traffic within the corporate network.
****************************************************End of change****************************************************
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