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Abstract of the contribution: This paper discusses how to implement the LDF and proposes the LDF should be separate logical entity.
Discussion
In current TR, it is FFS whether or not the LDF should be defined as a separate logical entity or as a function of the CSCFs.
How to deploy LDF, there are 3 possible solutions for it. The following gives the description, analysis and proposal. 

Solution 1: 

The LDF is a separate logical entity. This logical entity is special for load balance and overload control purpose.
The advantage of this solution is the logic is very clear. By proper deployment, the LDF scarcely becomes the bottleneck. And this solution is suitable for maintenance and management.
The disadvantage of it is that this may require more signaling in the registration.
Solution 2:

The LDF is a function of the HSS. The HSS will cover the load information monitoring and load balance. 
The advantage of this solution is that the impacts on the architecture are less.
The disadvantage of it is that the HSS is high load entity in the IMS Core network. This will increase the load of the HSS. The motivation of LDF is to deal with the load balance and overload control problem when meets explosive traffic. But when this situation arises, the load of the HSS will have a remarkable growth. It leads that the load balance and overload control point becomes the bottleneck and requires balancing. Even though there are several HSSs in the network, it can not reduce but increase the risk.
Solution 3:

The LDF is a function of the CSCFs,
This advantage and disadvantage are similar with Solution 2. Further more, because the quantities of CSCFs are much more than HSS, this solution will increase the topology complexity.
Proposal

According to above analysis and special purpose of the load balance and overload control, this paper proposes solution 1 will apply.

The begin of the 1st change
5.2
Architecture alternatives based on Load Detection Function
5.2.1
Load Detection Function (LDF)

Currently, IMS network cannot monitor the state of P/S-CSCF’s workload. In order to perform overload detection and resolution and/or load balancing between P-CSCFs or S-CSCFs, a new function called Load Detection Function (LDF) is proposed to dynamically monitor and store the load information of all P-CSCFs and S-CSCFs, (e.g., CPU and Memory Usage, currently supported number of users, or service related factors). The information can be used for P/S-CSCF selection.

The functions of LDF include:
· Monitor and store the dynamic load information of network entities( e.g., P-CSCF, S-CSCF) in an operator’s domain;
NOTE: Periodic monitoring can be used for LDF to obtain dynamic load information of network entities; this is particularly applicable when the LDF is used for Load Balancing. Threshold crossing indication mechanism can be used for LDF to obtain dynamic load information of P/S-CSCFs When their load exceeds a pre-defined threshold; this is particularly applicable when the LDF is only used for Overload Control.
· Update the dynamic load information of network entities (e.g., P-CSCF, S-CSCF) to DNS.
The figure below illustrates the reference points of LDF. LDF monitors the load of P-CSCF and S-CSCF respectively via Lp and Ls reference points. LDF periodically updates dynamic load information of the network elements to DNS via Ld interface, and DNS UPDATE mechanism defined in RFC 2136 can be reused to implement this functionality (Refer to Annex A). Thus, a P-CSCF can obtain the address of another P-CSCF in low-load state by performing a DNS query. An I-CSCF can obtain the load information of relevant S-CSCFs by performing a DNS query.
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Fig 5.2-1 LDF Interfaces
NOTE: Considerations need to be made for the redundancy and reliability mechanisms for the LDF to ensure the availability of the LDF. .
Periodic monitoring of a CSCF's load induces an additional workload on this CSCF. Monitoring shall be designed in such a way that such added workload is negligible compared to the workload caused by normal operations of the CSCF such as SIP routing.
Editor's Note: The network management related issues should be transferred to SA5 for discussion. The relation between the LDF based load balancing mechanism and the existing network management system is for future study. 
Notes: It recommends that the LDF should be a separate entity.

5.2.2 P-CSCF load balancing

5.2.2.1 
General
In order to achieve the Load Balancing between P-CSCFs, Load Detection Function (LDF) is utilized to dynamically monitor and store the load information of all P-CSCFs, e.g., CPU Utilization and Memory Usage. An interface is added between LDF and DNS to update P-CSCF load state periodically. 

The begin of the 2rd change
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